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The study of cognition in psychology is more
intense now than at· any prcvious time, and
with the recognition that complex internal
processing is involved in most learning and
perception, a continual widening of the defini­
tion of cognitive psychology has occurred.
While it is not to the point to attempt a formal
definition of cognition here, a number of ex­
amples are given, and from these examples it
will be clear how broad the current conception
is.. Currently not only are all the major aca­
demic sldlls, ranging from reading to mathe­
matics .and science, included under cognition,
but also much that is classically considered as
part of perception. In fact it has become in­
creasingly difficult to draw any sharp line be­
tween cognition and perception.

From a theoretical standpoint there are
many different approaches to cognition, but it
is fair to say that none of them currently
dominates the scene. As in the case of an exact
definition of cognition, it is also not possible
to give an exact definition or to delineate
sharply the key theoretical concepts in the
various approaches to cognitive theory. With­
out too much injustice, however, we can group
the current theories into four classes, and the
four main sections of this chapter are orga­
nized to represent each of the four main
theoretical approaches.

In brief terms the four approaches are:
behavioral, developmental, information process­
ing, or linguistic in orientation. The behav­
ioral approach to cognition is typically repre­
sented by stimulus-response theorists like
Estes, the developmental approach by Piaget,
and the information-processing approach by
Newell and Simon, as well as current work in
artificial intelligence. The linguistic approach
has been most stimulated by Chomsky, but
the large literature on semantics derives not
from the linguistic tradition of Chomsky and
his colleagues, but rather from that of logi­
cians and philosophers. Some attention will be
given to both of these linguistic approaches.

Without attempting anything like an· ade-

quate or complete survey, I have also tried to
indicate for these approaches some of the rele­
vant studies directly concerned with the cog­
nitive capacities of handicapped children.

As I turn to these four theoretical approaches
to cognition, it is important to emphasize that
each is incomplete and unsatisfactory in any
one of several ways. There are· some reasons
for thinking that we are perhaps on the verge
of a real synthesis of theoretical ideas that
have been emerging in psychology froll1 a num­
ber of different viewpoints, but it is premature
to indicate the lines of this synthesis. It is
clear, however, that what once appeared as
sharp conceptual differences between· behav­
ioral approaches on the one ha.nd, and
information-processing approaches on the
other, has with time increasingly become less
clear and less distinct. More is said about such
a synthesis in the final section.

Behavioral Approach

The behavioral approach to cognition in the
form of concept formation may be illustrated
by the application of the simple all-or-none
conditioning model. Bower (1961) and Estes
(1961) showed that a simple sonditiohing
model could give an excellent account of
paired-associate learning. In paired-associate
experiments, the learner is shown, for. exam­
ple, a nonsense syllable and is asked to learn to
associate with it the response ofpressirig a
left or right key.. Given a list of, say, 20 non­
sense syllables, half of them randomly assigned
to the left key and half of them to the right
key, the scientific problem is to give an exact
account of the course of learning. The naive
idea most of us have is that on each trial, with
exposure to the stimulus and an indication of
what is the correct response, learning will
gradually occur. One traditional way of ex­
pressing this was that the connection or re­
sponse strength would gradually. build up from
trial to trial.

The experiments reported by Bower and
Estes showed that in simple pa.ired-associate
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learning the situation is somewhat different.
The evidence is fairly clear that in the kind
of paired-associate experiment just described
the learner does not improve incrementally,
but rather learns the association between a
stimulus and response on an all-or-none basis.
There is no improvement in the probability of ,
his making a correct response until he fully
learns the association. The theory of such ex­
periments can be stated rather explicitly with­
in a classical stimulus-response framework.
The only important concepts are those of con­
ditioning a response to a stimulus and sam­
pling the stimuli on a given trial, together
with the reinforcement that serves as a cor­
rection procedure when incorrect responses
are made or that informs the learner that a
correct response has been made.

One might accept such an exceedingly sim­
ple theory for paired-associate learning but
doubt its ability to account for conc!i'pt learn­
ing in children. Suppes and Ginsberg (1962,
1963) showed that this same all-or-none model
gives a good approximation to concept learning
where now the stimulus is r!i'placed by the
concept to be learned. In order to distinguish

sharply such concept experiments from paired­
associate 'experiments, Suppes and Ginsberg
define a, pure concept experiment as one in
which the stimulus display changes on each
trial, so that there is no opportunity to account
for the learning data by a simple stimulus­
association model.

In the Bower and Estes model, the two es­
sential assumptions are these. First, until, the
single stimulus element is conditioned there is
a constant guessing probability, P, that the
learner responds correctly. Second; on each
trial there is a constant probability, C, that the
single stimulus element will be conditioned to
the correct response. The only change in this
model in order to apply it to concept learning
is that the concept rather than the single
stimulus element is now that to which the cor­
rect response is conditioned.

Without entering into statistical details,
perhaps the best and most intuitive way to
test this all-or-none model is to look at the
probability of a correct response prior to the
last error. .

An experiment on learning the identitY of
sets in which the subjects were 48 children of
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mean learning curve and the dotted curve
the curve for learning prior to last error. As
the .all-or-none model would. predict, the

. curve for learning prior to last error is nearly
horizontal and provides approximate confirma­
tion of the all-or-none model.

A second experiment on geometric forms
was reported in detail in Stoll (1962) and was
also discussed in Suppes and Ginsberg (1963).
The subjects were 32 kindergarten children
divided into two groups. For one group the
problem was to discriminate among triangles,.
quadrilaterals, and pentagons, and for the
other to discriminate among acute, right, and
obtuse angles. From a discrimination learning
standpoint, the experiment was a successive
discrimination, three-response situation. For
all subjects a typical case of each form was
shown just above the appropriate response
key and, as in the previous experiment, no
single stimulus display was repeated for any
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first-grade age is reported in Suppes and Gins­
berg (1963). On each trial, the child's task was
to indicate whether two sets displayed, each
consisting of one, two, or three elements, were
identical or not. The' child 'was instructed to
press one of two buttons when the stimulus
pairs presented were "the same" and the. al­
ternative .button when they were "not the
same." Notice, of course, that "the same" does
not mean the same from a perceptual stand­
point, for permutations in the order in which
the members of sets are shown do not affect
the identity of the sets.

A total of 48 subjects were run through in­
dividual sessions of 56 trials on which 28 of
the stimuli displayed showed .identical sets and
the remaining 28 showednonidentical-sets. No
stimulus displayed on any trial was repeated
for an individual subject. The learning data,
taken from Suppes and Ginsberg (1963), are
shown in figure 15. The .solid curve shows the
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Figure 16.-Proportion of correct responses prior to last error and mean learning curve. (Quadrilateral and pentagon
concepts, Stoll experiment.)
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one snbject. The snbjects were run to a cri­
terion of nine correct responses in any. one
session.

The mean learning curve and the mean learn­
ing curve prior to last error are shown in figure
16 for the quadrilateral and pentagon concepts
(the learning of triangles was sufficiently fast·
to make the data uninteresting). The combined
learning data for acute, right, and obtuse angles
are shown in figure 17. In both cases there is .
good support in first approximation for the all­
Or-none conditioning model, although as Suppes
and Ginsberg (1963) show, in a more detailed
analysis of the data, statistically significant
evidence for slight deviation from the all-or­
none model can be found.

The experiments just reported indicate how
an exceedingly simple behavioral model can
give in first approximation an excellent ac­
count of data on concept-learning experiments
with children. It should be obvious, of course,
that a model as simple as the all-or-none model

1.0

does not begin to give a full account of the
processing that takes place in the child's learn­
ing of the concepts in question. What the
model does is abstract certain features of the
learning and give a good account of those
features.

From a behavioral standpoint an excellent
review with clear theoretical orientation of
learning in retarded children is found in Estes
(1970). To indicate how a more complicated
behavioral.· model can be applied to the con­
ceptual learning of handicapped chiidren; it
may be useful· to review Estes' analysis of the
Zeaman and House two.stage intentional model
for discriminational learning. The Zeaman and
House model is applicable to concept identifi­
cation or simple concept formation and is an
extension of the one-element model just de­
scribed. The Zeaman and House work is almost
unique in being one of the few cases in which
a theoretically detailed set of assumptions has
been applied to problems of concept formation·
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or identification in retarded children, for ex­
ample, in colordorm discriminations. The two
stages in their model represent an attentional
pl~ocess and a learning process.
. What is surprising and almost paradoxical

in the theory is that the main differences in
learning for subjects of differ"nt mental ages
are reflected in the initial attentional process,
which primarily consists of learning to attend
to the. correct or relevant dimensions of a
problem. Very small differences are reflected
in the learning of the appropriate associa­
tions once the proper.dimensions are attended
to. In one analysis, for example, groups of
children with mean mental ages of 2 years 4
months and 4 years 6 months, respectively;
were compared. The curve for. the higher
group rose steeply from chance to nearly 100
percent correct responses over about 40 trials.
The curve for the lower group differed only in
that it hovered .around the chance level of 50
percent correct, responding with no obvious
trend for about 180 trials before beginning to
rise. Then, like the curve for the higher group,
the trend rose steeply to virtually 100 percent
.correct responses over about 40 trials.

Backward or Vincent learning curves for
the data prior to last error were used in this
study to detect learning trends. As Estes points
out, it is hard to accept that the only differ­
ences in learning· of retarded children can be
identified simply as the probability of at­
tending to the correct dimension. Since the
attentional function is a probabilistic function
and sums to one, this means that if the theory
were pushed relentlessly, on some dimensions
the performance of retarded children should
be better than that of normal children, because
they must have a higher probability of at­
tending to these dimensions.

In principle individual parameters can be
estimated in the model, but in practice this
has not been done. In fact, I have been unable to
identify· any studies of concept formation or
identification in retarded students, or even for
groups of subjects stratified according to
mental age, that actually work out models in
sufficient detail to estimate in. standard statis­
tical fashion learning .parameters for indi­
vidual subjects. In view. of the extensive work
that has been devoted in mathematical psy­
chology to the development of such models

over thepllst two decades, it would seem espe­
ciallydesirable to push the detailed ..analysis
of data by the application of such models
and the identification of various phases of
learning ata more abstract level in terms of
the estimation of parameters. It would also be
interesting to then regress the estimated pa­
rameters .for individual subjects or stratified
groups of subjects on variables of mental age,
chronological age and other features of overall
performanc".

Moreover, in those experiments for which the
all-or-none model fits fairly well,by assuming
a beta distribution for. individual differences
in the conditioning parameter c, more exact
and quantitative comparisons between normal
and retarded children cou1d be made by esti­
mating such beta distributions for the two
populations. It would be anticipated that in
many studies the mean for the beta distribU­
tion of the retarded children would be sig­
nificantly lower than that. for the normal
children, but the overlap in the two distribu­
tions, as well as in the scatter plots of the in­
dividual estimated parameters, would provide
information to deepen our summary view on
the differences and similarities of the two pop­
ulations with respect to different conceptual
tasks.

Using the more complex Zeamanand House
model or applying the concept of individual
differences to the all-or-none model. still

.leaves us a long way from a theory ad.equate to
account fully for the processing obviously re­
quired of the learner in mastering even a shu­
pie cognitive concept like that of identity of
sets. This then is the weakness of the behav­
ioral approach. It has not been able to develop
a sufficiently. complex. apparatus satisfying the
rigorous standards it has imposed in the anal­
ysis of data and for that part of the processing
it can account for. The situation is complex
and needs to. be stated with some care. The
theoretical issues are more subtle than we can
explore in detail here,but the following poitlts
are relevant. First, it is sometimes c.laimed by
those advocating other approaches to cogni­
tion that behavioral or stimulus-response the­
ories cannot in principle account for complex
behavior, for example, the complex processing
required in language learning. These negative
claims about the behavioral theory are almost
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alwars incorrect, incorrect in the sense that
the claims are asserted in dogmatic fashion.
No proof is formallr given that some well­
defined version of stimulus-response theory
c.annot account'in principle for complex learn­
ing. As shown in Suppes (1969), it is not
difficult to give a stimulus-response theorr of
finite automata, and" without too much trouble
this account can be extended to more complex
automata that are in principle adequate for
language learning.

On the other hand, even though the formal
criticisms are incorrect, it is certainly true
that the behavioral approach is not at present
able to provide an adequately detailed theory
of something as complex as language learning.

Developmental Approach

A major approach to cognition has been to
describe in explicit terms the sequence of con­
cept development in children from birth to
adolescence. Without question, the outstanding
effort has been that of Piaget and his collabora­
tors. The studies have ranged over most of the
topics one would like to see included in a
broad theory of cognition and have covered
more conceptual ground than the behavioral
approach just discussed. There are, for exam­
ple, within the Piagetian developmental ap­
proach major studies on the following
concepts: the child's understanding of spatial
concepts, including both two- and three­
dimensional concepts; the development of geo­
metrical concepts; the development of the con­
cept of distance conservation and the spatial
coordinate system. Extensive and controver­
sial studies on the concepts of conservation have
also dominated much of the literature in re­
cent years and range through the conservation
of mass, weight and volume. Additional stud­
ies have been concerned with the development
of number concepts and set concepts closely
related to those of number concepts; for ex­
ample, the notion of two sets being equivalent,
that is, having the same cardinality. Still other
studies hlwe been devoted to' the development
of logical operations and the development of
the concept~ of causality and also of morality
in children.

Those who want to get a deeper feeling for
the Piagetian approach to cognition can look
at either some of the many books of Piaget
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that have been translated into English or at"
some of the excellent readers composed of
shorter articles that have appeared in recent
years. The book edited by Sigel and Hooper
(1968) . provides an excellent survey and is
recommended.

The enormous body of research studies gen­
erated. byPiaget and his collaborators has
given us an overview of the cognitive develop­
ment of the. child unequaled evenapproxi­
mately by any of the other approaches to
cognjtion. The attempt has been to map out in
broad terms the cognitive development aiong
every major dim"ension of intellectual or per­
ceptual skill. To a lesser extent than one might .
expect, this conceptual apparatus and ap­
proach to cognition has not been extensively
applied to handicapped children. An example
of work in this area is Woodward (1961),
who considered one-to-one correspondence and
equivalency of sets, as well as seriation and
conservation of continuous quantity. She found
that the performance of retarded adults whose
chronological age was 19 and retarded children
whose chronological age was 12.9 was at about
a level similar to an average normal child of
from 4 to 1 years.

Granted that the developmental approach
of Piaget has given by far the most extensive
analysis of the whole range of cognitive con­
cepts, it is natural to ask why this approach
has not. been uniformly adopted by most in­
vestigators and conceded to be the soundest
approach to cognition. There are, I think, three
reasons for reservations about the Piagetian
approach to cognition. These reasons can be
given and seriously held to without at the same
time denigrating the great value of the work
that Piagetand his collaborators have done.

One objection to the developmental Piagetian
approach to cognition is the lack of emphasis
and attention given to language development.
The linguistic approach discussed below empha-,
sizes the overwhelming importance of langUage
development for the cognitive development of a
child and its advocates find far too little atten­
tion paid to the problems of language develop­
ment in the Piagetian viewpoint.

The second objection has been a methodo­
logical one by many experimental psychologists
to the quality of the experimental data re­
ported by Piaget and his collaborators.'I'he



standard objection has been that well-designed
experiments have not been used as a basis for
the conclusions drawn, but rather empirical
methods have been based too much on anec­
dotal methods, or at the· least, open-ended
interviews in which children are verbally in­
terrogated about their understanding of con-·
cepts and relevant cognitive tasks. This criti­
cism is less valid than it was a decade ago,
because much of the emphasis, especially on
the part of American investigators following
thePiaget line of development, has been on
the careful design of experiments to test Pi­
agetian concepts. There now exists a rather
substantial literature of an experimentally
sound character in the Piagetian tradition, and
the reader will find current issues oCjournals
like Developmental Psychology and the Jour­
nal of Experimental Child Psychology full of
carefully designed experiments that clearly
grow out of this tradition.

The third line of criticism of the Piagetian
approach is the lack of clarity in the develop­
ment of key concepts and the absence of
sharply defined experimental tests of the key
concepts. To illustrate the problem and to
provide a comparison with the earlier discus­
sion of all-or-none conditioning as a behavioral
approach, I paraphrase and present briefly an
analysis I have given elsewhere of Piaget's con­
cept of stages (Suppes, 1972).

I select Piaget's concept of stages, because
it is central to much of his work in develop­
ment, and because it also has become increas­
ingly important in developmental psycholin­
guistics. I hasten to add, however, that a similar
analysis could be given of other key concepts.
An instance of how Piaget uses the concept of
stages can be gained from the following quo­
tation, in which the analysis of three stages of
multiple seriation is discussed in Inhelder and
Piaget (1964, p. 270).

We shall distinguish three stages, corre­
sponding to the usual three levels. During
stage I, there are no seriations in the strict
sense. The child's constructions are inter­
mediate between classification and seriation.
. . . During stage II, there is seriation, but
only according to one of the criteria, or else
the child switches from one criterion to the
other.... Finally, during stage III (start-

ing at 7-8 years), the child reaches a multi­
plicative arrangement based on the twofold
seriation of the set of elements..

There is in this passage, as elsewhere in the
writings of Piaget, little indication that mat­
ters could be otherwise-that development
could be incremental and continuous and that
stages may be an artificial device with no real
scientific content. No one denies that children
develop in· some sequential fashion as they
acquire new capacities and skills. The problem
is in .determining whether they proceed in
stages or continuously. We could of course ar­
tificially and conventionally divide any period
of incremental development and label it as a
particular "stage." In principle, the issue about
stages versus incremental acquisition of con­
cepts is exactly the issue faced by the !)e­
havioral approach in comparing the all-or-none
conditioning model with the ordinary incre­
mental model.

In other places Piaget does comment on the
question of the actual existence of stages, but
he does not address the matter in ways that
seem scientifically sound. Piaget (1960, p. 121)
writes as follows:

I now come to the big problem: the problem
of the very existence of stages; do there
exist steps in development or is complete
continuity observed? ... when we are faced
macroscopically with a certain discontinuity
we never know whether there do not exist
small transformations which would be con­
tinuous but which we do not manage to
measure on our scale of approximation. In
other words, continuity would depend fun­
damentally on a question of scale; for a
certain scale of measurement we obtain dis­
continuity when with a finer scale we shOUld
get continuity. Of course this argument is
quite valid, because the very manner of de­
fining continuity and discontinuity implies
that these ideas remain fundamentally rela­
tive to the scale of measurement or obser­
vation. This, then, is the alternative which
confronts us: either a basic continuity or
else development by steps, which would al­
low us to speak of stages at least to our
scale of approximation.

The confusion in this passage is in the in­
troduction of the spurious issue of the scale
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of measuremeut. Obviously this is an issue to
be discussed in a refined analysis bnt, as the
literature ouall-or-none conditioning models
versns incremental models shows, a perfectly
good and sound prior investigation exists at a
given level of measurement, namely, the level
of standard experimental studies. What Piaget .
does not seem to recognize is the existence of a
clear alternative and the necessity of testing
for the presence 01' absence of this alternative
in providing a more correct account of the se­
quential development that occurs in a child.

This discussion of stages is meant to indicate
the tension that. exists in any fail' evaluation
of the work of Piaget and his collaborators.
On the one hand they have without doubt con­
tributed enormously to the current intense in­
terest in cognition, especially in the cognitive
development of children. Piaget and his colla­
borators have put the problem in a propel' per­
spective by insisting on investigating not just
a few skills and concepts, but the entire range
that we intuitively expect and believe are part
of the child's developing competence. On the
other hand, both the theory and experimenta­
tion have often been loose and more suggestive
than definitive. Methodological and theoreti­
cal criticisms are easy to formulate. Certainly,
deeper clarification of both the experimental
methodology and the theory is required before
widespread applications to the critical prob­
lems of development in handicapped children
are extensively pursued.

Information.Processing Approach

The information-processing approach to cog­
nition has been deeply influenced by related
developments in computer science and the wide­
spread impact of computers themselves since
the early 1950s. A good example of any early
influential article in this approach tocogni­
tion is Newell, Shaw, and Simon (1958). An
influential book of the early 1960s was that
edited by Feigenbaum and Feldman (1963).
Perhaps the most impressive recent example of
this general approach to cognition is Newell
and Simon's treatise (1972) on human prob­
lem solving..

In broad terms, the difference between the
information-processing approach and the de­
velopmental approach of Piaget is that Pia­
get has primarily been concerned with the
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characterization of tasks and the sequence in
which the child learns to solve these tasks; in
contrast, the information-processing approach
has been concerned with the processing ·appara­
tus necessary to handle even the most elemen­
tary forms of cognition.

As the name suggests, the information­
processing approach has been much influenced
by the organization of information processing
in computers. There is concern .that the
major aspects of information processing that
have 1:leen the focus of computer organization
also be given attention in any conception of
human processing. It is important not to be
misunderstood on this point. Investigators like
Newell and Simon are far too sophisticated
to think that the present stage of computer
developement provides anything like an ade­
quate model of human processing. Although
they do not put it in so many words, it is prob­
ably fair to say that they would regard the
problems of computer organization as indicat­
ing some of the necessary but not sufficient con­
ditions for information processing in humans.

The major feature of the information­
processing approach that differs from either
the behavioral or developmental approach is the
emphasis on the detailed steps a person or child
takes in solving a concept, and. the detailed
analysis of the verbal protocol that can be ob­
tained from him in the process of mastering a
problem. The information-processing approach
is like the developmental approach in its em­
phasis on the importance of verbal re­
ports of the subject in an experiment, but it
differs from the developmental approach and
is more like the behavioral approach in its em­
phasis on a highly detailed analysis of the
structure and content of the protocol.

As is characteristic of other areas of psy­
chology, the different approaches also tend to
develop different types of tasks considered typ­
ical of cognition. The information-processing.
approach, especially in the work of Newell
and Simon, has been concerned with cryptarith­
metic, simple logical inference, and the kind of
problem solving that goes into complex games
like chess.

The most characteristic and important fea­
ture of the information-processing approach
has been the attempt to simulate by a computer
program the detailed processing in which a hu-



man subject engages in problem solving. This
has pro,"erl to be both a strength and weakness
of this approach to cognition. It is a strength
because of the effort to capture as much as pos­
sible the explicit details of the human subject's
thought processes in mastering a cognitive
problem; in this ambition it goes far beyond
anything that has yet been attempted in the
behavioral approach. The weakness of the ap­
proach is methodological. It centers around the·
difficulty of evaluating whether or not the sim­
ulation, even at the level of individual sub­
jects, provides a good match or not to the ac­
tual ongoing processing in the human sub­
ject. The very complexity of the simulation
raises new methodological problems that do not
arise in the same form in either the behavioral
or developmental approaches to cognition.

In spite of some of the reservations one may
express about the methodology, the Newell and
Simon approach to cognition seems to hold
excellent promise of application to the study
Qf cognition in handicapped children. Let me
give one example.

An excellent review of the relative efficiency
of concept usage by retarded and nonretarded
children is found in Zigler and Balla (1971);
they reviewed eight major studies, which by
and large equated the mental age of retarded
and nonretarded subjects. A couple of the stud­
ies reported more than One experiment. The 19
experiments, whose results are summarized, in­
cluded the tasks of selecting 3 pictures that
illustrate a concept from a set of 7 pic­
tures, verbalizing a concept common to the
3 pictures, associative clustering, defining
all words in an· experiment, sorting cards in
terms of some concept, and selecting 4 pic­
tures that illustrate a concept from a set of
7 using different types of concepts. The
performance of the normal and retarded sub­
jects was about the same in 12 of the experi­
ments, and that of the nonretarded subjects
was better in the remaining 7.

Similar results are reported in Blake and
Williams (1968). Retarded, normal, and supe­
rior groups of students were compared
011 their· attainment of concepts by
deduction, induction-rliscovery, and induction­
demonstration. When mental age ·was held con­
stant, the groups did not differ in level of
concept attainment. Also, for all three groups,

deduction was the most effective, while the two
inductive methods were about equal in effec­
tiveness.

A recent study of Blount (1970) found no
significant difference between retarded and
normal subjects on a concept-usage task made
up from familiar items. The task required
choosing the three of five pictures that went to­
gether, as well as giving a verbal label for the
exemplified concept. The only superior aspect
of the nonretarded subjects' performance was
in their verbal labeling of the concept. Jones
(1971) studied thefeasibility of educable men­
tally retarded children's learning simple sche­
mata exemplified in stimulus patterns on check­
erboards. While the results were positive, they
were not compared with a control group of
normal subjects.

Although many of these studies are well de­
signed from an experimental standpoint and
consequently report empiricallY significant
results, what is missing almost uniformly in
the studies cited, including the large. group
analyzed by Zigler and Balla, is a theoretical
framework in which to deepen the understand­
ing of the results. For example, we do not cur­
·rently have a theoretical framework in which
to pinpoint more exactly the point at which
to differentiate the performance of normal and
retarded subjects in a concept-attainment task.
The radical difference in language competence
discussed in the next section does not in itself

. provide an explanation of the difference in con­
cept attainment, and we need the kind of
meticulous examination of details characteris­
tic of the Newell and Simon approach to give
us a deeper theoretical insight into the differ­
ential performance of retarded and normal
subjects. It would be my conjecture that the
application of this theoretical approach would
yield significant results beyond those obtained
by the kind of primarily experimental stud­
ies without an explicit theoretical framework.
now characteristic of much of the concept­
attainment literature mentioned above.

Recently the broad spectrum of problems
attacked under the heading of artificial intelli­
gence by computer scientists has provided also
a broader based approach to cognition than the
particular approach of Newell and Simon. It
is not that the approach via artificial intelli­
gence is in contradiction with that· of Newell
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instructions must involve, at least in elementary
and schematic form, some perceptual aspects of
the problem format. For the present discussion
I shall drastically simplify the perceptual situa·
tion by conceiving each exercise as being pre­
sented on a grid with at most one symbol on
each square of the grid. For column addition,
we number the coordinates of the grid from the
upper right-hand corner, Thus, in the exercise.

the coordinates of the digit 6 are (1,1), the'
coordinates of 7 are (2,1), the coordinates
of 4 are. (3,1), the coordinates of 2 are
(1,2) and so forth, with the first coordinate
being the row number and the second being
the column number.

In terms of registers for memory, we need in
general three registers, a stimulus-support reg­
ister [SS] that holds an encoded representa­
tion of a printed symbol to which the 'student
is perceptually attending at a given moment.
For the present example the alphabet of such
symbols consists of the ordinary 10 digits and
the underlined' symbol used to terminate the
column. As' new symbols are attended to, pre­
viously stored symbols in this stimulus-support
register must be transferred to a nonstimulus­
support register' [NSS]. It is also convenient
to use an operations register lOP] that acts
as a short-term store, both for encodings of
external stimuli and for results of calculations
carried out on the contents of other registers.

The set of instructions needed for column
addition are then the following 10, which are
formulated in terms of the use made of the
three registers.

and Simon-it is that new components with a
different emphasis have been added. The work
of Marvin Minsky and Seymour Papert has
been especially influential in this development.
They have taken this approach at a mathe­
maticallevel in their book, Perceptrons (1969),
and still more explicitly in their recent analysis
of the close relation between artificial in­
telligence and the development of a child's in­
telligence. Perhaps the most characteristic fea­
ture of their recent work is the emphasis on a
procedure or program on the one hand, and the
process of debugging the procedure or the pro­
gram on the other. The idea that learning
a cognitive skill is primarily a matter of
learning a procedure which itself might be
broken into separate procedures, and'that each
of these separate procedures must go through
a process of debugging similar to debugging a
computer program is an important insight not
previously exploited in any detail in the theory
of cognition. Although the details are far from
clear, it is now a widespread belief that we
must be able to conceptualize the' internal pro­
grams that an organism uses in solving a con­
ceptual or perceptual problem.

Without entering into full .details,. I illus­
trate the use· of programs or procedures to
study cognitive behavior by some of the recent
work in the Institute for Mathematical Studies
in the Social Sciences at Stanford. A prelim­
inary account of this work may be found in
Suppes (1972). We take as our cognitive task
the elementary algorithms of arithmetic. The
objective is to give an account in terms of the
kind of processing the student must learn in
order to solve one of these algorithms in stand­
ard format. For purposes of the present dis­
cussion we may take as a typical example or­
dinary column addition, that is, the usual
algorithm for finding the sum of numbers when
each number is represented in a row, with one
row placed vertically over another to yield the
standard vertical format for addition exercises.

In considering a processing approach, basi­
cally we need to think about two things. One
is the characterization of the kind of registers
.01' memory devices available to the student,
and the second is. the kind of instructions, like
the machine instructions for a 'computer, that
must be learned in order to correctly process
the exercise. These instructions unlike computer
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Attend (a, b) :

(±a, ±b):

Readin [SS]:

Lookup
[R1] + [R2]:

Direct attention to grid
position (a, b).

Shift attention on the grid
by (±a, ±b).

Read into the stimulus­
supported register the
physical symbol in the
grid position addressed
by Attend.

Look up table of basic
addition facts for
adding contents of



End:

Exit:

Outright [R]:

Deleteright [)1]:

Linguistic Approach

An excellent expression of the linguistic ap­
proach to cognition is found in Chomsky
(1972). At the outset, an important difference
to be noted about the linguistic approach in
contrast to the three other approaches discussed
already is that the linguistic approach does
not in principle propose to be a general theory
of cognition, but rather it concentrates on that
significant part of cognition that is language
dependent or consists of language skills them­
selves. Linguists like Chomsky consider the
phenomenon of language the most important
single phenomenon of cognitive psychology
and, consequently, believe that a large place
should be occupied by the linguistic approach
to cognition, even if it is not meant to en­
compass all cognitive phenomena.

Linguists and psycholinguists with a strong
linguistic orientation have been insistent that
none of the other approaches to cognition
provides anything like an adequate detailed
theory of language development or language
performance in either children or adults. In­
deed, it is customary for linguists like Chomsky
to insist that even their own theories offer
only the barest beginning of an adequate ap­
proach to the analysis of language. Long ago,
Aristotle defined man as a rational animal, but
much is to be said for the viewpoint that man
should rather be defined as a talking animal.
The linguistic approach to cognition insists
upon the central place of language in the cog­
nitive behavior of man and rightly denies
the adequacy of any theory of cognition that
cannot account for major aspects of language
behavior.

The linguistic viewpoint has emphasized un­
derstanding the complex and sometimes be­
wildering grammar of spoken language. There
is, however, another aspect of language with a
long tradition of analysis, which is equally im­
portant from a cognitive standpoint. I have in
mind the theory of meaning and reference, or
what is usually termed the semantic~ of a lan­
guage. This semantics tradition derives more
from philosophy and logic than from linguis-

children has not yet taken place, but it is a fea­
sible and practical application for research in
the years ahead, with considerable significance
for practical problems of instruction.

Jump L:
Jump (val) R, L:

Copy
[Rl] in [R2]:

register [Rl] and [R2]
and store the result
in [Rl].

Copy the content of
l'egister [Rl] in
register [R2].

Delete the rightmost
'symbol of register [R].

Jump to line labeled L.
Jump to line labeled L

if content of register
[R] is val.

Write (output) the
rightmost symbol of
register [R] at grid
position addressed by
Attend. .

Terminate processing of
current exercise.

Terminate subroutine
processing and return
to next line of main
program.

A perusal of these instructions shows quickly
enough that only the lookup instruction does
not have an elementary character. In terms of
these instructions we can then write subrou­
tines or programs for solving exercises in col­
umn addition, and the manner in which we
write these programs is similar to the way in
which programs are written for a computer in
machine or assembly language. Details are omit­
ted, because even in the case of column addi­
tion the program written in terms of these
instructions requires more than 20 lines.

The particular example chosen for discussion
is simple and in certain ways rather special,
but it 'is meant only to illustrate the approach
to cognition through procedures or programs.
It can be anticipated that this kind of ap­
proach will be extensively used in the decade
to corne, and in all likelihood a wide variety
of cognitive tasks will be analyzed in terms
of programs or subroutines of elementary proc­
essing instructions.

In many ways it seems especially promising
to, use this kiJ.ld of approach for the meticulous
and detailed analysis of the tasks we want
handicapped children to master as,part of their
education. The application of these ideas to
the learning or performance of handicapped
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tics. The current approaches run back in a
continuous line to the magnificent work of
Gottlob Frege in· the 19th century. (A good
introduction to Frege's work may be found
in the volume edited by· Geach and Black,
1966.) The emphasis in this century has de­
rived from the pioneering work of Alfred Tar­
ski, beginning with his classic monograph
on the concept of truth in formalized lan­
guages (1935). In the last decade, important
semantic ideas of Tarski, including above all
the important concept of a semantic model of
a language,. have been applied to natural lan­
guages, especially by Tarski's former student,
Richard Montague (1970), and also in recent
work of my own (Suppes, 1971).

The purpose of these theories that derive
from the work of Frege and Tarski is to give a
detailed and explicit theory of the meaning of
utterances in ordinary language. Just as in
the case of the grammatical analysis derived
from the work of Chomsky and others, so in
the case of these semantical efforts, it would
certainly be incorrect to claim at this time
that they have been entirely successful. How­
ever, a solid beginning has been made, and,
perhaps more importantly, it is now clear how
the extensive conceptual developments that
have arisen from the earlier work of Tarski,
and that have been exceedingly fruitful in the
analysis of formal languages, can also be ap­
plied to the semantics of natural language.

In principle, we should like to be able to
give a detailed account of the grammar and
semantics of spoken speech, and especially to
trace the development of both grammar and
semantics in the speech of young children be­
ginning at an age earlier than 2 years. We are
yet far from being able to achieve these ob­
jectives and from-having an understanding of
the mechanisms used by the child in the rapid
development of his verbal abilities between
the ages of 2 and 5 years.

I want to conclude this section by saying
something more about the theoretical prob­
lems of developing a completely adequate and
detailed theory. Before doing so, however, it
will be useful to examine some of the work
done in studying the language development
of handicapped children. In the case of deaf
or retarded children the problem of language
development seems to be the most serious
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cognitive problem faced in training and edu­
cating these children and in understanding
how explicit and carefully designed approaches
to their instruction can result in maximum
benefit to their cognitive development.

In presenting these examples of studies of
language development in handicapped children,
I have not attempted to provide anything like
a systematic survey of the literature. Rather.
I have selected certain studies that present
results of interest to the theoretical issues char­
acteristic of linguistic approaches to cognition.
The analysis is organized around three sub­
headings: linguistic development of retarded
children; the role of language in concept for­
mation of deaf children; and, finally, the use of
regression models in the _analysis of language
comprehension by deaf children. The emphasis
On deaf children is partly fortuitous, due to
the Institute's own concern with the teaching
of deaf children over the past 3 years and
the fact that my oWn research on handicapped
children has been entirely concerned with deaf
children.

Linguistic Development of Retarded Chil­
dren. A major study by Lenneberg, Nichols,
and Rosenberger (1964) examined over a per­
iod of. 3 years the language development
of Mongoloid children ranging in age from 3
to 22 years. The IQ's of the children ranged
from the 20's to the 70's. Their major findings
were: IQ does not predict the stage of lan­
guage development but chronological age does;
a siguificant relation exists between motor de­
velopment and the onset of language; al­
though the rate is much slower, language de­
velopment in Mongoloid children is similar to
that in normal children; some Mongoloid chil­
dren are able to process syntactically complex
sentences. These authors used their results to
defend the general proposition that language
development is not closely related to intellectual
ability, but rather it is more closely related to
general biological processes of maturation; As
with most general hypotheses of this kind, the
data are not presented in a fashion that permits
a sharp statistical evaluation or quantitative
assessment of the degree to which the hypo­
thesis is actually supported.

A number of highly specific linguistic stud­
ies of the language of retarded children are to



be found in the literature. Lovell and Bradbury
(1967) studied 160 children of ages 8 to 15,
inclusive. Their three hypotheses were: (i) the
ability of these children to inflect, derive, and
analyze compound words improves little be­
tween 8 and 15 years of age and is generally
below that of normal first graders; (ii) there
is a significant relationship between reading
level and the ability to inflect lexicon words;
(iii) there is a significant relationship between
IQ and the ability to inflect nonsense words,
1:lUt little relationship between reading attain­
ment and the inflection of such words. The
data confirmed all three hypotheses:

Graham and Graham (1971) studied the
syntactic characteristics .of the speech of nine
retarded children with. chronological ages rang­
ing from 10 to 18 years and mental ages rang­
ing from 3 years 6 months to 10 years. Their
data supported .the hypothesis that non­
Mongoloid retardates develop language at a dif­
ferent rate, but in approximately the same
way as normal children.

Semmel, Barritt, Bennett, and Perfetti
(1968) undertook a grammatical analysis of
word associations of educable mentally retarded
and normal children. In studies of the lan­
guage development of normal children it has
been found that as they get older they tend to
increasingly give associations to stimuli falling
within the same grammatical form class as
the stimulus. These investigators found the
highest level of such form-class responses in
the older normal children and the lowest in­
cidence of such responses in the institution­
alized retardates.

Cartwright (1968) studied the written
language abilities of educable mentally re­
tarded in comparison with normal children.
His subjects were 80 12- through 15-year-old
educable mentally retarded and 160 8- through
15-year-old normal children. Comparisons were
made on the following language measures:
composition length, sentence length, type-token
ratio, percentage of usage of different parts
of speech, grammar and spelling. The normal
children of the same age had significantly
higher scores on all these measures. Younger
normal children, ages 8 through 11, obtained
significantly higher scores than the edu­
cable mentally retarded group on three of the
measures ; namely, type-token ratio, grammar,

and spelling. The absence of difference in sen­
tence length is significant, considering the
extent to' which mean utterance length is cur­
rently used as a measure of language develop­
ment by a number of psycholinguists.

One of the more extensive studies of the
spoken vocabulary of retarded children has
been made by Beier, Starkweather, and Lam­
bert (1969). They interviewed 30 retarded
children and recorded 2,700 words from each.
The approximately 80,000 words of output were
analyzed and compared with the output of
normal children. While they found differences
in the word lists, they also found a large num­
ber of similarities in performance of the re­
tarded and normal groups. They interpreted
their overall findings as supporting the assump­
tion that mentally retarded children sutIer
from a conceptual and organizational deficit
in their language usage.

These various studies show that even if the
sequence of language development is similar'
in normal and retarded children, most ~ogni­

tive functions of language are less developed
in retarded children. However, it is not yet
clear whether the deficit .is most pronounced
in the primarily cognitive aspects of language.
Much better and more detailed data on
the impact of training would also be most
desirable; for example, the rate of acquisition
of new words, the rate of improvement in
spoken and written grammar.

Le<ngue<ge e<nd Concept Forme<tionin Deaf
Childt·en. Excellent reviews of the literature
on concept formation in deaf children have
been provided by Furth (1964, 1966, 1971). In
the most recent of these reviews (Furth, 1971),
39 studies are listed and summarized. The flin­
damental issue raised by Furth and many of
the investigators whose experiments he sum­
marized is the question of whi!ther deaf chil­
dren show a deficit in concept formation once
verbal aspects of the task are. removed. Put
another way, in experiments that require no
verbal comprehension are there significant dif­
ferences .in performance between deaf and nor­
mal children? Even more than in the case of
concept formation or identification by retarded
children, Furth has presented persuasive evi­
dence from a number of experiments that there.
are often not significant differences. As he ad-
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mits, the situation is not simple, and contrary
evidence can be cited. The important issue,
however, is the role of language in concept
formation. Here, it seems to me, Furth does not
really make a strong theoretical point, because
his analysis is concerned entirely with com­
mandaf a standard natural language. As he
points out, in letter recognition tasks and
others, the processes deaf children use are not
clear. Process-oriented approaches to cognitive
skills seem to argue strongly that some sort of
language is being used internally, even if the
"language is not that of the society in which
the children live.

Apart from the issue of the necessity of an
internal processing language, two other re­
marks may be' made about Furth's position.
The first is that it would be interesting to see
what the performance of deaf children who
understand sign language would be if sign
language were used to provide equivalent ver­
bal instructions, or in the case of responses,
to provide a medium for response by the child.
There are of course some difficult problems of
methodology. If comparison with normal chil­
dren is desired, as in most cases it is, then com­
parability of the twa media of communication
is needed to judge whether a communication
deficit exists. The methodological problem is
rather similar to the study of concept formation
in blind children when concepts are transferred
from the visual to some other sensory modality.

The second remark concerns Furth's discus­
sion of logical reasoning and the claim from
some of his own experiments that deaf chil­
dren exhibit capacities that show only small
deficits at most. The point is that the experi­
ments on logical reasoning are all extremely
elementary. More complex kinds of inference,
even of the kind that can be given young nor­
mal children (ages 6 and 7 years, for ex­
ample), are difficult to test outside a verbal
context. For example, in Suppes (1965), data
on the intuitive inference capacities of young
children are cited for the classical forms of
inference running from modus ponendo ponens
to quantificational logic using universal and
existential quantifiers and two-place predicates.
The experimental items are all verbal in form,
and it would not be possible to. give an exact
parallel in nonverbal form.

When we turn to still more complex mate-
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rial requiring logical inference, the situation is
even more completely and more throughly im­
bedded in a verbal context. I mention, for
example, recent studies of the kinds of mathe­
matical proofs given by college students in in­
troductory logic courses (Kane, 1972; M()loney,
1972; Goldberg & Suppes, 1972). Here again,
more sophisticated forms of reasoning can
scarcely be investigated in a nonverbal con­
text.

Language Comprehension in Deaf Children.
The most salient missing aspect of the analyses
of' the language" of either deaf or retarded
children is the absence of serious attent.ion to .
the semantics of their language and the identi­
fication of defects in semantics, either in terms
of comprehension or production. The problems
of identifying difficulties of comprehension may
be approached at many different levels of de­
tail.

An example of a medium level of detail,
without a really satisfactory underlying theory,
may be given from some research conducted
in the institute on the written language com­
prehension of deaf students. This example ap­
plies the kind of regression methods we have
used extensively for the analysis of relative
difficulty of exercises in elementary mathe­
matics (Suppes, Hyman, & Jerman, 1967; Sup­
pes, Jerman, & Brian, 1968; Suppes &Morning­
star, 1972). The regression models considered
were developed and tested by. Mrs. J amesine
Friend, who was coordinator of the project in
computer-assisted instruction for deaf stUdents
in the institute from 1968 to 1971. This ex­
ample deals with the analysis of difficulties
deaf students encounter in reading and fol­
lowing written directions. The directions oc-.
cur at the beginning of the computer-assisted
instruction course "Language Arts for the
.Deaf," which was delivered to deaf students
in residential schools and also to deaf students
Oln day· Classes using teletype terminals .con"
nected bytelephone lines to the institute's com­
puter at Stanford. Some examples of the direc­
tions are the following. I show in capital letters
the question and the example to which the
question must be applied.

Example 1 (from Directions Lesson 1):
II WHICH IS THE FIRST WORD?
SOME DOGS ARE FRIENDLY.



Variable X,:
Variable X. :

Example 2 (from Directions Lesson 2) :
II WHICH WORD COMES AFTER

"VERY"?
MY TYPEWRITER IS VERY BIG AND

HEAVY.
Example 3 (from Directions Lesson 9) :

II WHICH LETTER COMES BEFORE·
"E"?

SILVER
Example 4 (from Directions Lesson 16):

II TYPE THE LAST TWO LETTERS.
MILLION

Example 5 (from Directions Lesson 25) :
II TYPE THE NUMBER BELOW 4.
2 7
6 4
8 3

A number of structural features in these exer­
cises affect their difficulty. In this kind of
analysis we identify the structural features in­
dependent of any response data from the stu­
dents, so that typical structural features are
syntax, number of words, number of charac­
ters, and so forth. Variables of this kind have
been used as structural features to predict
the relative difficulty of .arithmetic word prob­
lems (Jerman, 1971; Loftus, & Suppes, 1972;
Suppes, Loftus, & Jerman, 1969). Mrs. Friend
identified 14 sueh variables in the context of
the language arts exercises on followingdirec­
tions. The variables she tested are the follow­
ing.

Variable X,: 0 if the direction is
imperative.

1 if interrogative.
Variable X,: 0 if the direction is a simple

sentence or a transform
of a simple sentence.

1 if compound.
Variable X.: Number of key words in

direction. ("Key words"
distinguish one direction
from another within
the same lesson. In
Example 1 above, there is
only one key word,
"FIRST," whereas in
Example 5, there are two
key words, "LAST" and
"TWO.")

Variable X.: 0 if the position cue is
named (as in WHICH
LETTER COMES
BEFORE "E"?).

1 if the position cue is
described (as in WH:ICH
LETTER COMES
BEFORE THE LAST
LETTER?).

Variable X.: Number of words in the
instruction.

Variable X.: 0 if direction does not
contain "above," "below,"
"under," Hhefore"or
"after."

1 if it contains "above,"
flbelow" or "under."

2 if it contains "before"
or "after."

Lesson number.
Ordinal position of the

exercise within the lesson.
Variable X.: 0 if preceding exercise

involved the same task.
1 if otherwise.

Variable X,.: Number of elements (words,
letters, numbers) in the
stimulus display.

Variable Xu: 0 if there are no critical
distractors, i.e.,
distractors that would be
correct responses if the
direction from the·
preceding exercise were
used.

1 if otherwise.
Variable X,,: Length of correct response

(in characters).
Variable X,,: Number of distractors

preceding the correct
response.

Variable X,,: Number of characters in
the stimulus display
(spaces not included).

These 14 variables were applied to predict
the mean probability of a correct response to
each of 125 exercises in lesson pretests for a
sample of some 300 students. To be explicit;
the regression equation is first transformed,
because in an ordinary additive regression prob­
ability is not necessarily preserved, and we can
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TABLJ:: 1,-SI.p·Wis. Linear Regression for 125 J::xereises on FoUowing Direclions

Mulliple Last
Slep Variable Increase F value regression

number number R R' in R2 for del. coefficients

1 6 0.37960 0.14410 0.14410 20.7108 -0.01019
2 13 0.56850 0.32319 0.17910 32.2826 -0.01903
3 7 0.59690 0.35629 0.03310 6.2309 -0.04448
4 9 0.61200 0.37454 0.01825 3.4883 0.00387
5 10 0.61880 0.38291 0.00837 1.6261 -0.02949
6 14 0.62590 0.39175 0.00884 1.7131 0.00180
7 2 0.62880 0.39539 0.00364 0.6907 0.09375
8 8 0.65500 0.42903 0.03364 6.8437 0.00531
9 4 0.66430 0.44129 0.01227 2.5144 0.03370

10 15 0.66930 0.44796 6.00667 1.3822 0.00102
11 5 0.67070 0.44984 0.00188 0.3970 -ll.0l215
12 11 0.67130 0.45064 0.00081 0.1502 -0.00182
13 12 0.67160 0.45105 0.00040 0.0735 -0.00588
14 3 0.67190 0.45145 0.00040 0.0820 0.00952

get predictions of negative probabilities or
probabilities greater than one. We have there­
fore customarily used the transformation

log 1 - P,
Zi =. . P,

The regression equation then assumes the fol­
lowing form in terms of the dependent variable
Z,

The results of the stepwise linear regression
are shown in table 1. Nine of the variables
account for 44 percent of the variance and the
remaining five contribute little. (The square
of the multiple correlation (R') is a measure
of the percentage of variance accounted for by
the model.) T.he most powerful variable is X"
which deals with the inclusion or exclusion of
certain prepositions. The relative difficulty deaf
students have with prepositions is well known
and familiar in the literature. The second most
important variable is X,,, which deals with the
number of distractors preceding the correct
response. This variable corresponds closely
to a serial position variable for the correct
response. The other variables entering during
the first nine steps of the regression, namely,
variable X" X" X"' X14, X" X" and X" each
contribute something, but do not make the dra­
matic contribution of variables X, and Xu.

Regression models of the. kind just described
are by no means a final answer to the the<)rO"
tical problems of language production or rllCog-
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nition on the part of deaf students. They do
provide a good first entry into the detailed
study of comprehension. From the standpoint of
constructing curriculum they can be especially
useful in providing a practicfll technique for
creating items of a given desired levei of diffi­
culty, for new items-questions or exercises­
can he written such that they have specified
values of the structural variables,anrl thus
a predicted probability correct for a given ref­
erence population of students.

I return to theoretical remarks about the
linguistic approach .to cognition in the final
section on the pr<)blem of synthesis,

Can There Be a Synthesis?

The four approaches to cognition sketched
in this article would seem on the surface to be
so diverse, both in their methodology and con­
cepts, as well as in their range of actual appli­
cation, as to offer little hope for a synthesis
and the development .of a unified theory of
cognition in the immediate future. It would be
a mistake to be too sanguine about the develop­
ment of such a theory, but I do think there
has. been an increasing tendency in the past
few years for the four approaches to come
together.

This seems to be. occurring under two head­
ings. One is the emphasis in all' approaches
on the problems of language learning and be­
havior. An increasingly central interest in
language is not the exclusive option of the lin­
guistic approach, but is becoming dominant



amon~ behaviorists andPiagetians alike. The
second unifyin~ theme is the emphasis onproc­
ess. Behaviorists have from the start been in­
terested in the mechanisms of learning and
the study of h()w these mechanisms work in
the l\cquisitiolj of eognitive concepts. The de­
velopmental nppI'onch of Piaget and others has
not been overly successful in spelling out specif­
ic mechanisms of concept acquisition, but on
the other hand the many structures they have
attempted to describe that are essential to the
developmentofa child's cognitive powers have
natural1y suggested the nature of some. of the
mechanisms involved. The information­
processing approach is of course .primarily
process-oriented, and these remarks about proc­
ess lead me to my final remarks about~reaching

for a detailed understanding of the grammar
and semantics of children's speech.

Methods that provide detailed descriptions
of the ~rammatical and semantic structure of
children's speech are needed and will continue
to be developed, What will have an even more
powerful effect in deepening our grasp of cogni­
tion is the development of procedural gram­
mars and semantics that yield not only a
proper analysis of the structure of children's
speech, but that also provide in first approxima­
tion the necessary mechanisms for generating
the speech, both in its grammatical and se­
mantical features. There is currently through­
out the world an increasingly intensive focus on
these matters on the part not only of psycho­
logists interested in cOgljition and psycholin­
guistics, but also on the part of computer
scientists concerned mainly with artificial intel­
ligence, linguists concerned mainly with langu­
age, and philosophers and logicians concerned
mainly with the theory of meaning and ref­
erence. It is perhaps not too optimistic to
anticipate considerable scientific progress in the
next decade. At the same time we can also
hope that aspects of that progress will enable
us to understand better the cognitive develop­
ment of handicapped children and the ways
in which we may facilitate their development,
as wel1 as to map the limitations of what we
may hope to, do in the best of possible circum­
stances.
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