


















































































































































' Correlations Between Behavioral
and Structural Variables

B2 B3 B4+  BS B6

s1 | -0.06 -0.03 0.05 0.05 0.0
s2 | 0.21 0.16 -0.05 -0.05 0.10
83 | o4k 037 0.17 0.18 0.25
sk 0.34 © 0.37 0.11 0.13 0.25
s5 | -0.16 -0.08 0.24 0.7 -0.09
86 | 0.36 0.3 0.19 0.25 0.27
7| -0.19 -0.13 0.07 ©0.07 -0.11
s8 | 0.17 0.11 0.06 0.05 06.05
S9 | 0.4k 'ggju" 0.09 0.11 0.5
10 | 0.33 0.3 0.23 0.27 0.30
811 | 0.06 0.08 '-0;03 -0.02  0.15
§12 | 0.05 0.05 0.05 0.0h 0.0i
815 | 0.95 0.74 0.27 0.27 0.60
S 12013 -0.10 -0.07 0.08 -0.06
€15 | 0.09 0,08 0.09 0.07 0.07

S16 | 0.08 0.08 0.05 0.01 0.09

817 | 0.19 0.10 -0.03 -0.03 0.05
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__.correlations are those between Siﬁ &nd.the.behaviorél varigbles BL, B2
.and BS., ”Also.théfe'are'high corre&éﬁians'Betweem the.minimal number of
lines in‘a pr50f and thé'a¢tﬁal 1engﬁh,'lateﬁcy and number of error
messages for the proof. | |
E Varlables 53, 86 and S9 are also hlghly eorrelated with Bl B2 "and
B5. EHowever, as is eyldent-from Table 4, these structural varlables are
alsé very‘ﬁiéhly éofréiated'Wifh-éach oﬁhef-aﬁd'it is nof easy.to
1nterpret thelr effect on the behav10ral vaflables from Table 9 aléne
?Varlable_SIO also appears-to be ;mporbant;- This varlable ig dlscussed
.in mofe detﬁilblater. | o o
he structural varlables most hlghly correlated w1th the difficulty
varlable Bh are S5, SlO and 813, all 27 | From-Table L, it can be seen
.that'these structural variables are not highly eorrelated with'ea"h other.
They play.an 1mportaﬁt rele in the regression model dlscussed below.
-Note that most of the remalnlng structural varlables have aimost zero
correlatlons with Bh, Thus? we gre led-tg conslderlﬁodels whlch 1nvolve
linear combinations of,ﬁhé variables.

_Table_lo‘coﬁtainSfthe'results of the canonical analysis.

- Inéert Table 10 about here

.BehaviOral variable B3 is omitted.f:om:the analyéis fér_thé.reasons
discusged in Chapter'Ii.aﬁd‘abéfe,. Thﬁé, there were four canonical
Vgorrelations and fou£ seﬁs'of‘coefficients forgthe canonicai variates.
' Sincé T am intereéted:ogiyiih.ééSCribing‘thé:deﬁendéncies amoﬁg fhe |
variableé énd do not intend:téiuée the dérived-variafés for later

analyses, I have not explicitly computed the canonical variates from -
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TABLE 10

Canonical Correlaticné and Coefficients

. Canonical Correlation = 0.94682261

. Coefficients for the first set of variables;

-1.%26259(B1) 0.284225(B2) . ., 0.021786(B4)

Coefficients for the second set of variables:
-0.146555(82)
-0.269110(86)

-0.036156(810)
~0.0486L0(S1H)

0,073856(81)
0.047831(85)
0.005036(89)

-0.933880(513)

,jo.oqéglo(517)

0.009731(S7)
0.050815(811)

. Canonical Correlation = 0.52323435

Coefficients for the first set of varisbles:

-0.089763(B1) 0.224815(B2)
Coefficients for the second set of variables:

‘_0,16u078(S5)
-0.321546(87)

-0.290956(32)
-0.951645(86)
-0.313280(S10)
-0.322343(81k)

ov101760(31)
-0.157033(85)
-0.030440(59)

0.093578(813)

0.0k8549(81T)

~-0.196%13(815)

Canonicgl. Correlation = 0.379735930

_Coefficiénts.for the Pirst set of variables:

CL.8uhEh(BL) - 1.47%808(B2) 0.818170(Bk)
Coefficients for the second set of variables:
~0.193068(51) 0.060709(s2)  1.114298(83)
0.051367(85) -0.928428(86) 0.366820(87)
-0.011327(89) -0.387504(810)
-0.177405(813) -0.4enok7(s1k )
0.40L779(817)

-0.006174(515)
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0.123607(83) .

0.00707k(515)
-1.261107(8k)

0.029467(511) -

~0,688379(811)

. =0
0.

.057187(84)
.018133(88)
- -o.
- =0

035614 (812)

-084k335(816)

335463(B5)

.096213(8k)
. 5243356(88)
L020757(512)
.139318(816)

291125 (B5)

.11&576(3&)
.176483(s8)
.125276(812). -

685214 (S16)




. Canonical Correlation = 0;22914];62 )

Coefficients for the Tirst set of varisbles:

1.013588(BL) = -4.001316(B2).  0.961281(Bk)

Coefficients for the second.set of variables:

0.518413(81) -0.550062(82) - -1.176869(S3)
©-0.054340(s5) - 1.058815(S6) . -0.120565(37)
©0.500092(S9)  -0.461083(S10)  0.125329(S11) .

0.039960(S13)  0.477343(S1h) 0.603751(515)

©0.356688(s17)-

b7

1.651518(85)

0.189711(8k) |
0.280015(58)

-0.316266(512)
-0.321938(516)




the coefficients. In the table, the canomical correlation is followed
flrst by the set of ccefficients for the behav1oral varlables, namely,:
Bl, B2, B and B%, and then the coeff1c1ents for the Structural varlables,
-Sl through S17. In 1nterpret1ng the coefflclents in Table 6 Qne must
remember that the canonical correlatlgms were obtained froﬁ the- |
covariénce matrix. Thus, the magnitude of‘thejcoefficients E_:depends‘

on the:magﬁitude of the’variables.considéred, :Tovillustrafe ﬁhat-thisn
means, con31der varlables B2 and B5 and their respectlve coefflclents
for the cancnical correlaflon 0.52. TFrom Table 3, we see that the mean
for B2 is 84.18 and the mean for B5 is .34; the coefficients are .22 and
.34 For 32 and BY, respectively. Thus, on the average, B2 contributes
18.52 units to the canonical variate whereas B5 contributes only 0.77.
.Ignoring the magnitudes of the variables, one would say that varigble

B5 plays the more important role due to the larger magnitude of its
coefficlent but when the magnitudes of the conftribution are considered,
it is B2 which makes, by far, the larger contribution to the canonical
-varizte.

For the maximum canoﬁical correlation .95, the canonical variate
for the behavioral variables places the most weight on Bl and B2. The
cancnical variate for the structural varisbles places the most weight
“on 81, 82 and S13. . Essentially, the first variate is some measure of
the length of a problem, that is, a linear combination of number of lines
and latency. Similarly, its correlative in the concomitant variables is
a structural‘meésure of length, where 51 and B2 are measures of the amount
of information to be processed and S13 is the minimal length of a proof.
Thus, the first correlation establishes a link between the behavioral

measures of length of a problem and their structural counterparts.
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" The magnitudé of tne correlation indicates .t'hat'the"ré'l'at’ions'h"ip‘rbétwéen
“these vériéblés‘is{a'véry”strong one.

" The second uauoniééi“éorrelétion 0.52 appears to place the greatest
welilght on variabieéfBataﬁd”Bh for,th¢ téhguioral variate and on variables
Sl 82, and Slh for the structural varlate ThlS case ylelds, prlmarlly,
a comparlson of dlfflculty expressed as a. welghted su of B2 and Bh
W1th structural complexzty Lexpressed as a welghted sum of Sl and 82
1nformat10n to be processed, and Slh, avallablllty of rulea Thé
varlable Slh appears to make.the greatest contrlbutlon to the structural
canonical varlate. | a | o | o

The final two canuuiuai uorréiationé are rathernlow and, tﬁué,
their corresponding derived varratesrare.uut?uftué much interest as
_those describeq=above, ‘Eor“u;ttiuf thuée uqrrélétious,dthe‘most‘“
Cimportant structural,variables are_Sl and_Sih.‘:In_additiou, for the .
0.38 correLatidn,‘variablef§l7tcontritutes heavrly to the_structural,
variate and for_thelQ,Eﬁ‘correlatign, Vgriabie 82 is the pther heayrly
welghted variable.

The procedure used for,thg regression analyses ig considered next.
Using the results_of‘the canouical_corre;ation analyais_as a_guide?,l
ran three separate regression analyses in which Bl, B2 and_Bh were the
dependent variables. :Thg_plots‘described_in_Chapter_IiI,rp.rESm were
obtained as part of the output for these regressions. An examination of
these plots reveals that variables B2 and B#;appear to violate. the homo-
scedastlcity assumption. After applying a square-root transformation to
variables B2 and Bb, we find that this assumptiqn.appears to be satisfied.

For example, Figuré'l uhdwé_tﬁéfpiét‘of,the_residuals versus
variable Bk, One can observe a rather:obvious dependence of magnitude

hg



~of residuals on magnitude of B4 (see dotted lines). In Figure 2, the same
plot is shown after applying the square-root transformation to BL. Notice

that the pattern, which was observed in Figure 1, no longér appears.

Insert FPigures 1 and 2 about here

.éeferal transformatione were appiied to some of the independent
varlables elso | However, none of the transformed varlables, except for
the cube of SS, entered 1nto the regressnon equatlons

The regreselons nere redone, this tlme u51ng varlables BL, VF_§ and

:J BY as the dependent varlablee The results for these regre351ons may be

found in Tables ll, 12, and 1%. These tables give the step at which each

Insert Tables 11, 12, 13 sbout here

variable'entered.the regression, the value of R and R° &t that step, the
incréase in R dne no the addition of that variable, the F-value required
for deletion and the final regreeSion coefficient for the Varieble; It
would be pointless to discuss ény variable whicn did-not contribute at
least 1 percent to R2 and such variables have been eliminated from the
models. The.Anova tables are given only for the dctual models used. They
contain the variablee in the eqnation with the step that the variable entered,
the ceeffieient, the standerd error of the coefficient and its computed t-
value, the multinle correlation eoefficient, and the standard error of
estlmate of Y. | |

‘Table 14 contains the results for narlable Bil. Variable $13 accounts

for 86 percent of the veriation in this case. Since 813 is the

Insert Table 1k, about here
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PLOT: RESIDUALS(Y-AXIS) VS COMPUTED Y (X-AXIS)

6,096 10,650 15,285 15.879 24.475 29,067
' 8.393 . 12,987  17.582 . 22,176 _26.710 -

S I LTI I IPINIEN ARSI R ST EIBRRIREERS [ TR Y]

=13.13

. \ .

. b .

-3032 » l l. *
. 1 1 | I

. l l ’ .

. A1 _ 1 .

. - 111 1 .
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» 12 11 11 I S | .

. 123 21234 1 | 11} i .

1 23 1331 11 21 111 s .

. 1 1311111 1 1 .

-0.22 - [ ]
4,08 . .
8.3 . K
12,60 . .
[§.99 . .
21.29 . ':
25 .60 . .
. | .

. { .

LR RN BN AR NNRENLERENE RN NS NN N N N NN N YRR ] L I
6,006 10.690 15.285 19,879 . 24.475‘ .. 25,087
: 8.393: . 12,987 . 17,582 22,176 . 26,770 -

'Figure 1
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PLOT: RESIDUALS(Y-AXIS) VS COMPUTEQ Y (x-AXIS)

2.582° 3,151 - 3,720 4.280° = 4.858 ©  5.427
TTT2.867 - 3.436 - 4,004 4,573 5,142

(B AN RN AN AN ERNERREERE N EENEREEEENENEENENEE RN NN RN NNNEREERNN

-l.a4
-1.00

~0.57 |
-0.14

1
0.30 11 1

—
p—
o
a—

0.73

1.16 -

2,03

2.46 -

L I B U R I I S I I R D N N I DA T L RN Y NN L N B R RN R RO A A D Y M R TR LN R R R
-
@ & ® & B * B S P B S B 8 P S 4 8 B S F ¢ 4 8 & " P & 8 6 & 8 8 & " B S F & & & s s e 8 4 s v s e

.l..‘....."‘...."...IOOOOOUOF.i...'.l!l‘.i.}...‘ﬁ

2,582 3,151 3.720 4,289 + 4,8%8 . 95,427
2.867 3.436 4,004 4,573 5.142

Figure 2
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TABLE 11

Sumnary Table for Variable Bl

Step Variable . Multipie 5 Increase: F Value . Last Reg,

Num.  Ent. Rem. R . R in R For Del.  Coefficients
1 S1% 0.93150 0.86769 - 0.86769 . 1318.6469 1.16334
2 sie 0.93590 0.87591 0.00822 ° 13.0515 1.16625
3 S10 0.93900 0.88172 0.00581 9.7616 0.90045
L 88 0.94080 0.88510 0.00338 5.979k -0.28200
-5 515 0.94170 0.88680 0.00169 3.0351 -0.23345
6 516 - 0.94280 0.88887 :0.00207 3.6043 0.06910
7 6 0.94330 0.88981 0.0009k 1.7h7h 2.69823
8 S3 0.94520 0.89340 0.00359 6.4720 -0,3691k
9 82 -~ 0.94700 - 0,89681 0, 00341 6,1304 0,07617
10 S5 ©0.94850 0.89965 0.00284 5.4828 0.28674
11 S1 ©0.95000 0.90250 0.00285 5.7656 -0.013512
12 sh 0.95030 0,90307 0.00057 1.0777 -0.18570
13 1% 7 0.95060 - 0.90364 0.00057 1.0770 0.07470
1k S17 0.95090  0.90421 0.00057 1.0968 -0.01728
15 S7 0.95100 ©.904hk0 0.00019 0.3109 0.17845
16 S11 0 - 0.00000 0.1903 0.09%23

.05100 0.904k0
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TABLE 12

Summary Table for Variable ,/B2

Step - Variable Multiple, Increage F Value Last Reg.
Num. Ent. Rem, R R In R For Del., .Coefficients
1 S13 1 0.'78690 0.61921 - 6.61921 "5é6.9081'_. CLATTTS
-5 510 . 0.80120  0.6:192 0.0226L  12.6375 2, 50khh
3 S12 0.81050 - 0.65691 0.01499 - B8.7281 1.70137
b 518 0.81860 0.67011 0.01320 . - 7.9325 0.09758
5 38 0.82650 0.68310 0.01300 8.105% -0.80486
& sé6 0.8%3220 0.69256 7.0.00945 5.0470 L, 87g20
7 811 0.83750 ~ 0.70141 0.00885 - 5.8126 - 0.62569
8 Se 0.84120 0.70762 - . 0.00621 - L.1587 0.12205
9 S5 O,BuSLQ 0.71419 - 0.00658 - 4. h065 ~ 0.88%08
10 53 - 0.84770 0.71860 ©0.00440.. - 2.9721 - -0.47333
‘11 S1h- - 0.84970 . 0.72199 1 0.00339 2.5257 0.15648
12 S1 0.85030 0.72301 0.00102° . .0.73%22 -0.01469
13 817 0.85110 0.72437 0.00136 0.8755 -0.0%637
14 57 0.85150 0.72505 - . 0.00068  0.5108 0.43606
15 S9 0.85L70  0.72539 0.00034 0.290k 0.22169
16 sl 0.85180 ©.72556 0.000L7 0.0933 ~0.12122
17 816 0.85190 0.72573 0.000L7 0.0432 0,051k
18 815 0.85190 0 0.00000 0.0330 -0.04807
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TABLE 13

Summary Table for Variable ,/BL

Step Variable Multiple o I:Ecregse 'F Value LasJ? Reg.
Num. | Ent. Rem. R R in R For Del. Coefficients
1 81% 0.27500 0.07563 0.07563 = 16.4k35 0.09061
2 85 0.36900 0,13616 0.0605h  1k,0246 0.68067
3 510 0.43250 0.18706° 0.05090 12,4530 0.66759
l S8 0.47630 0.22686 0.03981 10.1854 -0.30851
5 56 0.50680 0.25685 0.02998 ~ 7.9536 1.35355
6 916 0.54620 0.29833 0.0%149 11.5861 0.02457
7 52 0.56010 0.3137L1 0.01537 L3769 0.02G47
8 S7 0.57170 0.32684 0.,01313 %.7903 0.37023
9 S12 0.57690 0.3%281 0.00597 1.7321 0.18215
10 583 0.58000 0.33%640 0.00359 1.0083  -0.09061
11 317 0.58230 0,33907 0.00267 0.7875 -0.01hi7
12 S1k 0.58480 0.3k199 0.00292 0.8292 0.04600
13 515 0.58620 0.34363 0.00162 0.5003 0.06032
14 S1 0.58700 0.3%4457 0.0009)4 0.2493 -0.00204
15 S11 0.58740 0.34504 0.00047 0.1k62 0.06531
16 sh 0.58760 0.34527 0.00023 0.0553 0.03150
17 S9 0.58760 0.34527 0.00000 0.0193% 0.02255
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TABLE 1k

ANOVA Table and Significant Variables for Bl

. Analysis of Variance:

D Sum of Sguares Mean Square F-Ratio
Regression 1 ' 1935.42 1935 .42 1%92.39
Regidual 201 279.20 _ 1.39

Variables in Zquation: (Constant = .295)

Step Computed
Variable intered Coefficient §td. Error T-Value
S13 R 1.11 .0% %7.00"
.Number of steps 1
Multiple R 0.95
Multiple R® 0.87
0.10

Std. Error of Est.

* .
p < 001
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number of lines in the minimal proecf, one can say, Witﬁ the qualifications
mentioned on p. 33, that the studenté were quite successful in finding the
minimal proofs. The remaining variables account for only an additional
4 percent increase in 5. Thus, it appears that the more interesting
éspects of performance on the logic problems are not refliected in the
problem length. |

Table 15 contains the fésﬁlﬁs'fOf thé fegressioﬁ using the square

root of total latency; V§§, as the dependent variable. In this case,

Insert Table 15 about here

the model was able to account for 68 percent of the variation in total
iatency with 8lx variables.‘ The value fbr R2 is significantly noONZETo
at p < .0L. | |

‘The most importaﬁt varigble and the first o enter the equation
is variable S13, the number of lines in the minimal proof. It is not
surprising that the amcunt of time spent oﬁ a problem is very strongly
dependenf on its length. However, the other variables included in this
model begin to give insight into some of-the other factors affecting the
 time a student spends on a probiem.

The second variable to enter the equation‘is variable ‘810, the
number of cccurrences of IP in the standard proof. The increase in
latency may be attributed to two factors. First, the rule requiring
three arguments, is complicated to use; the error rate for problems
requiring the use of the rule IP was, iﬁ geﬁeral, higher than for other
problems. BSecond, a student must spend time to discover the contradiction

needed for the indirect proof.
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 TABLE 15

ANOVA Table and Significant Variables for

' the Square-Root of ‘B2 -

Analysis of Variance:

_DF Sum of Squares Mean Square
Regression 6 2556.52 426.09
Residual 196 1135.17 5.97
Variables in Equation: (Constant. = 2.99)
| " Step ‘ ‘
Variable Entered Coefficient Std. Error
S6 6 1.22 0.50
S8 5 -1.06 0.34
510 2 2.27 0 0.78
8 . 3 o 1.63 - 0.hT
S13 1 1.21 - 0.07
‘818 i 0.15 -~ 0.0%
Number of Steps 6
Multiple R 0.83"
Multiple B2 0.68
Std. Error of Est. 2.1

* : .
p < .0l
ke

p< .001
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F-Ratio

73.57

" Computed
T-Value

.18
2.82%
5.91%
3,47
17.28™
3.757%




The third significant variable to. enter the egquation is S12, the
numper of cccurrences of a theorem in the minimal proof. Tﬁe increase
in latency dus to.the'presence“ofmtheorems'in a proof ﬁay be explained
as follows. Unlike rules and axibms,'ﬁhefe are no mnemcnics for the
theorems. If a gtudent feels ﬁhat -] theorem is approPriaté, h¢ must
first consult his theorem sheet to see if there is such a theorem and
. to find its nunber (e.g., TH3). Thus, except in the improbable event
. that a student has memorized the theorem numbers,_these problemg require
more time, even though they are not necessarily more.difficult.

The transformed variablé 818, the cube of. the number of prgmises,
-.enters the equation next; This wvarisble represents;.inipart,'the
- information to be processed. by the student before he solves the problem.
Each additional premise greatly_increases the amount of time spent on
the probleﬁ.

The fifth significaﬁt variable -to enter theueqqatipﬁ,is=S8,_the .
number of occurrences of AA in the minimal proof. Note that ﬁhis
variable has a negative coefficient. T@is variable was also significant

in the regression equation obtained for VEE3 where it .also received a
negative coefficient. An interpretation for it is given in the
discussion below.

The final variable in the model for latency is $6, the provlem
context. This variable indicates that, on the average,,therprqblems_

. in the CEX portion of the cgrriculum_require_mpre_time,

None of the remaining ﬁariables contribute és much as. 1 percent

to Rg, as can be seen from Table 12. Thus, théy are not included .in .

the model for latency..
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Table 16 contains the results of the regression which used /BY ,

square root of latency per line, as the dependent variable. Those .. .

Insert Table 16 about here

variables which contribute over 1 percent to RS and are significantly
nonzero were chosen for the model. With the seven variables meeting this
criterion, the model was able to ‘account for 33 percent of the variation.
'LAlthough'thiS5Val&e_for'R2 is not as impresSive'as'the values in the pre-
vious two cases, the F-ratio of 12.735 is’significant for p < 0l.
Further, an examination of the important variables in this first attempt
to predict problem difficulty has revealed some of the important structural
“features which may be fdrther7broken:d0Wn'and'exploréd'in'futuré*studies
of this nature. Some possibilities are-consideréd in Chapter V. But
first, the results of the present analysis are presented. |

'Variable‘Slﬁ, the number éf lines in the standard proof, is the
first veriable to enter the equation. ' It accounts for 8 percent (see
‘Table 13) of the total variation. Thus, the leéngth of a proof is an'
indicator of difficulty, but it does mnot assume the overwhelming
importance which it had in the two previously discussed models.

The second variable to enter is 85, the numbef of premises, and it
accounts for an additional 6 percent of the variation. ' The great majority
of problems ‘in whiéh premises are given aré to be found in the CEX portion
of the curriculum. Hence, this variable may also be accounting for part
of the effect dué to problem context alonmg with the information to be
procesgéd,

Variable S10, the number of occurrences of IP in the standard proof,

which accounted for an additional 5 percent of the variation, enters the

&0




"TABLE 16

©  ANQVA Table and Significant Variables for .-

“ithe Square-root of ‘Bh

:-Anélysis of Variance:

IF Sum of Squafes Mean Square  F-Ratio
.Regression_ 7 | 58.62 8.37 12,74
Residual = 1% 128.23 0.66

Variables in Equation: (Constant =2.66)-

Step : o
Variable Entered Coefficient
s2 7 0.02
85 2 0.68
SA 5 10,87
58 Lo . -0.ko
810 3 0.70
§13 1 0.07
S816 R 0.1k
Number of Steps 7
Multiple R 0.56
Multiple B2 0.73
" 8%d., Error of Est. 0.81
*
p .01 ;
W
p .00L

. R : Computed
Std. Error ‘ T~-Value
o

ooe s

019 o beg™
o2 . 335
0.26 2.69%
0.03 233
0.0k 3.50%




eguation next. In addition to the extra time required to usé this rule
(see p. 57, a problem involving the use of IP requires a different
kind of behavior on:the part:of the student than that‘required‘in a
straight derivation problem.. The results imply that this difference is
significant and results in increased difficulity.

The only variable to have a negative coefficienﬁ”is vafiéble'SS,
the nuﬁ£e£ 6f occurrenc;s‘of AA in.thé étahda£d proof. This variable
accounts fof 4 percent of the variation; .Table 9 shaws that this'#ériable
is highly correlsated with 85, thus.makiﬁg it somewhat difficult té.inter—
pret, Note further that the AA rule was used predominantly in the CEX
- portion of the curriculum and only in those problems which could not be
:soived by'meéﬁswsf é counterexé§§ie;: ‘fhat is,:AA appeared only.iﬁ |
;DERIVE—type probieﬁs. Thus, thiétfériable might be interpreted as
‘aceounting for the fact that in context of the CEX portion of the
curriculum, derive problems are easier than CEX problems,

Variable éﬁ;Ithe fifth variab;e to enter the regression eguation,
. receives the largest coefficient. .This is further evidence that problems
in the CEX poriion of the curriculum were more difficult than those in the
remainder of the curriculum. | |

The sixth significant variable to enter is-Sl6, the number of akioms
available to the student. This variable gives a measure of the amount of
information at the disposal of the student. This is the only case in
which one of the "availability" variables (Sik-316) played a significant
role.

Finally, the last significant variable to enter the regression

equation is 82, the number of words in the sentence to be derived.
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This variable is another measure of the information which must be
processed by the student.

Seven significant variablgs.which account for 33 percent of the
variation in problem difficulty are identified. The first two, S2, the
number of words in the sentence to be derived, and §5; the pumber of
pfémises,faré measures of the amount of information which must be
proceésedrby the student in order Lo solve the problem. "S6 specifies
whether & problem is inclided in the CEX part of the curriculum) The
next three, 88, 810 and S13, are standard pfoof'vériabieé‘and reflect
thé nature of the requiréd derivation. The final significant varisble
is 816, a measure of the amount of information .avgilable to the student,
in this case the numbér'of;akidms. 

In tﬁe neict chapfer;.the"results presented above are discussed., The
discussion includes some of the implications ‘and a possible exténsion of

regression model.

63



CHAPTER V

DISCUSS ICH

The investigation described in the previous chapters was the first
attempt to examine collegelgtudent performance on LIS. In this chaptgr,
we.first comment. upon ﬁhe_significant variables in the predictive
difficulty model and define several new variablés suggestgd by the ‘_.
results; Next we mention sgome of the othef important.results of our
analysis and discuss the possibility of extending the regression model
~to a_process_or_automatonlmodél.

For purposes of the ensuing discuggipn,.the seven significant
variables are categorized under four major headings. The first category
- is problem context contéining_variable_86. The next category contains
variables 82 and 35, which reflect the informatién which the student
must process. The third category comprises three variables, namely,
the standard proof varisbles 510, 38 and S813. The final category
provides a measure of the available information with 816. One may write
the predictive model as follows:

JBE = 8796 + 10232. + .68s85 - .L0S8 + .70810 + 07513 + .1h4816.

First consider problem context. The results show, without doubt,
that the location of a problem in the curriculum is important. If a
provlem is in the CEX portion of the curriculum it is mére difficult.

In order to explore further the effect of a problem's position in the
curriculum, I ran two additional fegression anzlyses. In one anzlysis
the dependent variable was B} for the 45 problems in the CEX portion

of the curriculum, in the other analysis the dependent variable was,J§E
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for‘the remaining 158 problems. These analyses did not provide any
additional information on the important features which predict problem
difficulty. Thus, the procedure-of grouping the two parts oftthe curri-
culum together did not advefsely affect the results or mask the effect of
any important variable.

it would alsc be of interest to determine if there is a sequential
effect. If a sequential effect exists, the difficulty of a problem woald
be affected by the nature of the immediately preceding problém; In other
words,'if a DERIVE problem is more diffieult when preceded By a CEX
problem than when preceded by another'DERIVE prebien, we say there is a.
sequential effect. Define a (0,1) variable NL* which bakes bthe value
one if the preceding ﬁrnblem is of a different type and zero etherwise.

The second category deaie with.tne information to.be processed:“
- Although five variables, S1-85, have already been defined to provide.
" & measure of this aspect of the problem, only two ef‘them, 82 and 55,
are significant in.onr model. Variable.SE is tne number of aymbols in
the Sentence.to be derived. Although this is very erude meaauregnﬁhe
#ariable ie significant in predicting difficulty, A nore refined.
measure of the infermation.in the sentence to belderived.would be.of
great value. However , the manner in vhich this information might be
quantized ies by no means QbVious. .As a‘etep in- the directionKOf
capturing some of the.information in tne sentence to be derived, eonsider
the followzng Varlable,NE lwhlch retains the 1nfotmatlon provided by 82
while prov1d1ng additional 1nformat10n abhout the sentence, A531gn

parentheses a ‘base value of zero, all sentence letters, variables and

+*
Technically, N1 is a standard proof wvariable,
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constants a base value of one, unary operators a base value of two and
binary operators a base value of three. - Then the value of a symbol is
~its base value times-the depth of nesting where we define the depth of
. nesting as S84 +.1, The value of N2 is the sum of the values of all of
the symbols in the sentence to be derived. The following example is
~wprovided te illustrate N2. : Buppose the problem is:

"130131031313013001310310
CDERIVE: A< (5+L4)+1-a<(5+((1+3)+1)
150262051515026005950620

The number above the sentence are the base values of the symbols, the
”numbers below are tne ectual values, Thelr aum is 56 thus the value
of N2 is 56 In future studles of thls nature more energy must be |
spent in trylng to_eharacterlze the 1nformat10n in the sentence to be
derives.

- The second srgnrflcant varlable in thlS category is 85, the number
of premlses As mentioned prevlously,'81nce premises oceur chlefly in
the CEX portlon of the curriculnm, this variable may reflect, in part,.
the effect of problem context In any case;rthe occurrence of premises
in a problem does result 1nla con51derable inecrease in dlfflculty and
sone of this 1ncrease is certalnly due to the addrtlonal amount.of
1nf0rmat10n to ve processed Slnce the results indicate that premiges
are important, it would be of”value to try to obtain a deeper under-

- Stanaing.of the effect of premiees; To‘&o this‘we‘nronose two new |
.nariables,rNi end.Nha If there ere no prenisee, N3 and‘ﬁh are zero;
BeTore proceeding,.one.must aistingeish tetweén relevanthend irrelevent
ﬁremisee, An irrelevant nreﬁiee.is.onerwhich is.not.used in‘the solution

of the problem. With this distinction in mind, define N3 as the sum -of
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ﬁhe N2-values of eaéh of the relevant premises and N4 as the sum of the
Ne-values of each of the irrelevant premiseg. These two new variables

determine the effect of relevant and irrelevant premises on difficulty.
They also provide a measure of the complexity of the premises.

The third category contains variables relfecting the nature of the
required derivation, namely, the standard proof: variables. In the model
the three significant standard proof variables are 88, 810 and 81%. The
most important variable throughout the analysis has been S13, the number of
lines in the standard proof. The other two significant standard proof vari-
ables involve the number of occurrences of specific rules in the standard
proof, namely, AA and IP. Thus, one is led to consider trying other vari-
ableg which reflect the nature of the required rules in a derivation, without
going to the obviously impractical extreme of a separate variasble for each
rule. Define N5 as the number of different rules used in the standard deri-
vetion. Second, define Nén as the number of rules in the standard proof
which require n arguments. This variable was suggested by the importance
of variable S10.

The final category contains one significant variable, S16, the number
of axioms available to the student. This variable provides some measure
of the amount of information which the student has available to selve the
provlems. This variable brings to mind ancother issue, namely, the effect
that "learning” a rule has on difficulty. Tor example, would variable:

S16 be sigrificant if there had been data on a much more extensive
portion of the'curriculum,?that is, if the study included all of

the theorems on addition? By that time, presumably the axioms would
have been well "learned" and perhaps variable S16 would no longer be of

impertance. At the present. juncture in the research on student performance
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on-logic problems, one may reasonably relegate such considerations to the
~status of "second-order” effects, but in the more refined stages of analysis
they must be seriously.considerd.
The following is-a list of the. suggested new structural Variables::
N1 Sequential variable (031)0 Takes the value one
if the preceding problem is of a different type,

zero otherwise.

N2 - Measure of complexity Qf;genténce,to_be derived. -
N3 - Measure of’the-complexity'of_relevant_premiﬁes,
Nk Measure of the complexity of irrelevant premises.
) Number: of ‘different rules used.in derivation.

Nén = Number.of rules in the standard proof requiring
n.arguments.

‘In addition to providing-some first insights intec the factors
affecting problem difficulty, the present study yielded several other
fValaable;results.-:First,:the study resulted in a precise and intuitively
satisfying definition of prcblem difficulty and provided a method of

- measuring it in terms of student protoceols. Second, a large data base
of student performance.in elementary mathematical logic has been established
from which it is possible to extract much more detailed information. It is
‘hoped that_other researchers and those interested in-the teaching off logic
wili make use of this data base to further their understandihg of student
performanceé

The effort to understand problem golving in mathematical logic should
not stop with regression models. Suppes (1969) pointed out that "the main
-conceptual weakness of the regression models is that they do not provide

. an.explicit temporal analysis_@f the steps being taken by a student in
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solving a problem."”

He then gave an example from research on ‘arithmetic
performance of elementary-school students which illustrates how an
automaton model provides a nabural tool for the analysis of data in
arithmetic-problem solving.

Any mature theory of problem solving must accecunt for the temporal
seguence which a student goes ﬁhrough in solving a problem. That is, it
must provide meaningful dynamic links of the variables which affect prob-

~lem difficulty, variables such as those identified in this study. An
automaton model would appear tc be one of the more interesting possibilities
for this purpose. Since all sutomata are, at least theoretically, program-
mable on a computer, the terms "automata" and "computer" will be used
interchangably in the seguel.

The development of such models 1s possible, but the form that they
should take is not yet clear. At present, there exist a number of com-
puter programs which are able to prove tgéorems, i.e., solve problems
such as those in the curriculum we have studied. However, the problems
involved in developing the models are quite serious. PFirst, we must find
a theorem prover which "solves” problems in a manner analogous to the logic
~student, For example, a theorem prover based on the resolution principle
(Robinson, 1965) is not appropriate. Then to analyze the student data,
we must go from a deterministic model to a probabilistic one, that is, we
must parameterize the model in such a way that 1t provides a good acccunt
of the performance data. In the case of arithmetic provlems the strue-
tural variables identified in the regression models were of great value
in parameterizing the atuomaton model.

I fully realize that the results presented here are still a long

way from providing a fully adequate account of preblem~solving in
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mathematical logic, I deo, however, feel that I have taken an imporiant
initial step and gained scme valuable insights into factors involved in

performance on-logic problems.
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APPENDIX A
Examples of the different problem modes on the LIS

I. Multiple choice:

“502.1:

IN THIS LESSON YOU WILL LEARN HOW TRUTH OR FALSITY OF A COMPLEX
FORMULA IS RELATED TO THE TRUTH OR FALSITY OF ITS SUBFCRMULAE. FOR
INSTANCE, IF 5 IS FALSE, THEN = 5 IS ... -

A) TRUE
B) NOT TRUE
A
CORRECT
502.2:
IF S IS TRUE, THEN — S IS
A)  TRUE
B) NOT TRUE
3
CORRECT

II. Truth analysis mode:;
503.23:

FIND THE TRUTH VALUES OF THE FOLLOWING
S&(R&S)

T 3
F R
 LET'S COMPUTE THE TRUTH VALUES FOR ALL SUBFORMULAE
AND THEN FOR THE FORMULA ITSELF

R&S
S&({R&S)

e f=

CORRECT
502.36;

FIND THE TRUTH VALUE QOF THE FOLLOWING:
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—1(—1QN'~1R)V-ﬁ_(Q&R)

T Q
T R

LET'S COMPUTE THE TRUTH VALUES FOR ALL-SUBFORMULAE
AND THEN FOR THE FORMULA ITSELF

1R Al = =

CORRECT

- Q
- R
= QV =R S
=1 (= QV -1 R)
Q&R

: (= QV m R)V — (Q&R)

ITI. Counterexample mode:

- P

505.17:

FIND A CCUNTEREXAMPLE: Q%8 - R

P (1) QVR
(2} R —(Q —8)

P . (3) (8 »R) = Q ,

CEX " YOU ARE LOOKING FOR A COUNTEREXAMPLE. THUS, THE
CONCLUSION MUST BE FALSE AND THE PREMISES TRUE,
NOW ASSIGN CONSISTENT TRUTH VALUES TO THE REMAINING
SENTENCE IETTERS,

T Q

I R

T g
LET US CHECK TO SEE TF YOUR TRUTH ASSIGNMENTS MAKE
THE PREMISES TRUE AND THE CCONCLUSION FALSE,

z QUR

T Q-8

T R - {(q _as)

F S =R

T (8 - R) —>Q
YOUR ASSIGNMENT MAKES ALL THE PREMISES TRUE,
LET'S CHECK THE CONCLUSTON.

T Q&S

¥ Q%S = R

CORRECT

T




505.15:

FIND A COUNTEREXAMPLE: - R

P (1) -GV =R

P (2) - Q

CEX YOUR ARE LOOKING FOR A COUNTEREXAMPLE, THUS, THE

NETE

|31+

F

CORRECT

CONCLUSICN MUST BE FALSE AND- THE PREMISES TRUE,.
NOW ASSIGN CONSISTENT TRUTH VALUES TO THE REMAINING
SENTENCE LETTERS

- Q

R

LET US.CHECK TO SEE IF YOUR TRUTH ASSIGNMENTS MAKE =

THE PREMISES TRUE AND THE CONCLUSION FALSE,

-1 Q
- R :
- QV = R

YOUR ASSTGNMENT MAKES ALL THE PREMISES TRUE,
LET'S CHECK THE CONCLUSION,

=R

IV. Derive mode:

: 505-25:

DERIVE OR FIND A COUNTEREXAMPLE: QVR

P
P
P

(1) S —»Q

(2} -8 >R

(3) 8

OK...CONSTRUCT A DERIVATION OR PROOF,

(4) A
(5) (@v(R)

P




- DERIVE: A=6 - 542=A+1
WP [CH I A=6
1AF R o
L (2}~ OATL=6FL
2CEL (3) - GHL=AL
D6 (4) E=5+1
3. LREL (5) (541)+1=A+1
5AR2 (6) 5+ (L+1)=A+L
ND2 (7) 2=1+1
TCEL (8) 1+1=2
6.8REL 9y S5+2=AF1
1.9CP (10) A=6 — 542=A%1 -
CORRECT
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1.

2.

APPENDIX B
A List of The Rules of Inference, Theorems and

. Axioms Used in LIS

Sentential Variables:Q,R,5,U.W.
‘Rules of Inference:

Y} AA: Affirm the Antecedent,

N

(a
(b) WP: Working Premise,
(¢) DN: Double Negation,
(d) FC: Form a Conjunction,
{(e) RC: Right Conjunct,

(£)  LC: Left Conjunct,

(¢) FD: Form a Disjunct,
(h) DD: Deny Disjunct, and
(i) DLL: Delete last line.

Derivation or Proof Procedures:
(a) CP: Conditional Proof, and

(b) 1IP: Indirect Proof.
Numerical Variables: A,B,C,D,E.

Rules of Inference;

(a) WD: Number Definition,

(b) CE: Commute Equals,

(c) AE: Add Equals,

(d) SE: Subtract Equals,

{e) LT: Rule of Logical Truth, and
(£f) RE: Replace Equals.
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Axioms for Addition:

(a) CA (Commute Addition): = A+B=B+A

(b) AS (Associate Addition): (A+B)+C=A+(B+C)
(¢) 2z (Zero Axiom): A+O=A =

(4) T (Negative Number Axiom): A+(-B)=A-B
(e) AT (Additive Tnverse Axiom): A+(-A)=0

Theorems on Addition:

Theorem 1 O+A=A

Theorem 2 (-A)+A=0
Theorem 3 A-A=0

Theorem U4 0-A=-A
Theorem 5: 0=~0

Theorem & A-0=A
Thecrem 7 A+B=A+C — B=C
Theorem 8 A+B=C — A=C-B
TheO{em 9 A=C-B - A+B=C

Theorem 10: A+B=0 — A=-B
Theorem 11: A=-B — A+B=0
Theorem 12: A+B=A — B=0
Theorem 1%: -(-~A)=A
Theorem 14: (-(A+B))4B=-A
Theorem 15: -(A+B)=(-A)-B
Theorem 16: {-A)-B=(-B)-A
Theorem 17: -(A-B)=B-A
Theorem 18: (A-B)-C=A+((-B)-C)
Theorem 19: (A-B)-C=A-(B4C)}
Theorem 20: A+(B-A)=B
Theorem 21: A~(A}B)=-B
Theorem 22: (A-B)+{B-C)=A-C

Additional Rules of Inference:
(a) ME: Multiply Equals, and
(b) DE: Divide Equals.
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Axioms for Multiplication:

(a) CM (Commute Multiplication): AXB=BXA
(b) MS (Associate Multiplication): (AXB)XC=AX(BXC)
(e¢) MU (Multiplication by Unity):  AX1=A

{d) MI (Multiplicative Inverse):
(e) TR (Axiom for Fraction):

(£} U (Unity Axiom):

{(g) DL (pistributive Law):

- A0 = AX(1/A)=1
— B=0 — A/B=A¥(1/B)
—~1l=0 .

AX(B+C) =( AXB)+(AXC) .

Theorems on Multiplicaticn:

Theorem 30:
Theorem 31:
Theorem 32;
Theorem 33:
Theorem 34:
Theorem 35:
Theorem 36:
Theorem 37:
Theorem 38;
Theorem 39:
Theorem 40:
Theorem 41:
Theorem 42:
Theorem 43;
Theorem Lh:
Theorem 45,
Theorem L46:
Theorem 47:
Theorem 48:
Theorem 49:
Theorem 50;
Theorem 51:
Theorem 52:
Theorem 53:
Theorem 5L:
Theorem 55:

1XA=A
- A=0 — (1/A)XA=1

1/1=1

Afi=A

- A=0 — A/A=1

— B=0&A/B=0 — A=0OXB
(B+C)xA=(BXA)+(CXA).

AXO=0 ' '

— A=0 — = 1/A=0

— A=0 — 0/A=0 -

— A=0&A¥B= 1 -» B=1/A"

— A=0&AXB=A — B=1

— B=0 - (A/B)XC=(AXC)/B

— B=0 — (&/B)XC=(C/B)XA

— B=0& — D=0 - (A/B)X(C/D)= (C/B)X A/D)
— A=0& — B=0 = (A/B)X(B/A)=1

— A=O%AXB=AXC — B=C~

~- A=0%AXB=0 — B=0

- AXB=0 — — A=0& — B O

— A=0& — B=0 -» — AXB=0

— A=0& — B=0 — B/(AXB)=1/A

— A=0& — B=0 — (CXB)/{AXB)=C/A
(— B=0& = D=0)&A/B=C/D — AXD=CXB
— B=O&A=BXC — A/B=C
AX(-B)=-(AXB)

(-A)X(-B)=AXB
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Ordering Axioms: S
(a) WS (Asymmetry): = . - A<Bo=B<A

{b) AD (additivity): - A< B - MC < B _
(¢} MD (Multiplieativity): A < B&0 < C - AXC < BXC -
(d) TR (transitivity): = . A<BRB<C =A<C
(e) N {connectivity): . AfB 5> A < BVB < A

Theorems on Inequali.ties:

Theorem €0: = A<A

Theorem 6l: A=B 5= A<B& B <A.
Theorem 62: -A<B—9—|A:B&,—;B<A
‘Theorem 63: A <O --0< - A
Theorem 6l: 0<-4A>5A<D0
Theorem 65 AR < MC 5B < C
Theorem 66: A< B - - B < -A
Theorem 67: -~B < - A —»A <B

Theorem 68: A +(-B) < A+ (-C)>C <38

Theorem 69: C <B A+ (-B) <A+ (-0)
Theorem 70: A < O&B < ¢ — 8XC < AXB

Theorem 71: A< O&AYB <« AXC - C < B

Theorem T72: O < ALMNB < AXC B <C .

Theorem T3 o<1

Theorem Th: A<0->1/A<0 _ B
Theorem 75: O < A%(B < 0%&C <-0) — AXB < BXC -

Theorem 76: A < 0&(0 < B&0 < C) — AXB < BXC . . .
Theorem 77: — B=0&0 < A/B - 0 < AXB
Theorem 78: — B=0%0 < AXB — 0 < A/B -
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Boolean or Class Algebra

Class Variables: ' d,H,M.,K,L

Axioms: .

{a) ¢U (Commute Union): cUH=HU®G

(b) €I (Commute Intersection): GNH=HNG

(¢} UI (Union Tdentity): GlJo =G

(d4) II (Intersection Identity): G Nx.=a o

(e) DU (Distribute Union): e UEMNK = (cUx) N (e Uk
(£) DI (Distribute Intersection): G (HUK) - (¢ @) U (¢ NK)
(g) EM (Excluded Middle): U (-q) =% '

(h) RD (Reduction): aN(-6) =0

(i) UCc (Associate Union): (U UK =cU@EUK

(i) 1A (Associate Intersection): (G N H) MK =6MN (HNK)
(k) 8A (Subcless Axiom): . GN (-H) =0 »GCH

(1) cs (Converse of Subclass): CCE-GN (~E) =0

Theoremsg:

Theorem 161: G U ((-G) NH) =gUH

Theorem 162: & N ((-G) UH) = GNH

Theorem 163: G UG = G

Theorem L64: GG =0
Theorem 165: G¢UX =X

Theorem 166: G (0 = 0

Theorem 167: G U (GNH) =¢a
Theorem 168: ¢ N (GUH) =G
Theorem 169: G N {-H) = 0&¢ N H
Theorem 170: G (-H) = X&¢ U H
Theorem 171: GlUH =0 -G =0
Theorem 172: G(1H =X -G =X
Theorem 17%: GUH =¢ UKL NHE=CNEK H =K

Il it

il
(@]

0 =G
¥ =G

11
H

Theorem 174%: (GUH =X&G UK =X)&(CNH =0 NK =0) »H =K
Theorem 175: (GUH =G&G UX = @)&(GMNH = 0&G NK =0) =-H =
Theorem 176: (G UH = %&0 UK =%)&(GMNHE =GEMNK=0) -H =K

Theorem 177: -{-G) = G
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Theorem 178: -X=0

Theorem 179: GUH =GMNH ¢ =91
Theorem 180: G N (HNK) = (6NH) N (¢ N K)
Theorem 190: G & G k
Theorem 19L: 0 C G

Theorem 192: G C X

Theorem 193: GCHM CG -G =01
Theorem 9k: GCcCcH-SGUH=H
Theorem 195: GUH:H.—;GCH

" Theorem 196: GU(-H) =X >sG6CH
Theorem 197: G C HoG (-H) =X
Theorem 198: GCH -GIIH =g
Theorem 199: G H -GG CH
Theorem 200: G C HY¥H C K -4 C K
Theorem 201: G C H = -H C -G

Theorem 202: G CH&G < -H -G = 0
Theorem 203: GC H&-G << H »H =X
Theorem 20%: GC G|UH

Theorem 205: GMNHCG _
Theorem 206: CC KW CK >GUHCK
Theorem 207: GCHGCK -GCHMNK
Theorem 208: G CH -H = ¢ |J (EN {(-G))
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APPENDTX C

Two. Examples of Derivation Problems from LIS

~This appendix contains two examples of derivetion prcblems from
LIS. Example 1 is typical of the sentential logic problems, Exsmple 2
is typical of the algebra problems.

An explanation of the lines of the derivation in Fxample 1 follows:

(L) - (5) These are the given premises to be used in deriving the

logical sentence R.

(6) . The student introduces the denial of the sentence to be
. derived. To do this, he uses the working premise rule, WP.
LIS indents this premise and all lines following it until
the student proves a contradiction and -uses the indirect
proof rule, TP, to derive the denial of what he entered on
~ this line. See.ﬁﬁe explanation for_line 14 {below).
(1) . Line 1 is a disjunction and the newly introduced line 6 is
the denial of one of the disjuncts, The DD rule (Deny
Disjunct) allows the student to establish the truth of the
other disjunct 3. | |
(8) " Line 2 is the conditional "if not Q, then not &." Line 7
States that 5 is true, so the student used deny consequent,
DC?Ato prove that Q is true.
(9) . The.antecédent of the conditional in the line 3 premise is in
| “the form of ‘a double negation (not (not Q)): the student has

. proved that § is true in.line 8, so he uses double negation,

DY, to derive this antecedent.

(10} Now he useg the affirm the antecedent rule, AA, to derive the

consequent of line 3. .
(11) He uses double negation again, now on the premise line k.

(12) He uses affirm the antecedent again to derive not W.
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(13) He uses deny disjunct again, this time on the disjunct on
' line 12 to get not 8.

(14) He has derived a contradiction with the help of the working

premises he introduced. On line 7 he has § is true. On

‘line 1% he has not S is true. He uses the ‘indirect proof
rule, IP, to establish:the denial of not R, the working . . .=~

premise on line 6,

Insert Table 1 :about here:

Now we give a detalled explanation of the steps in the derivation
of Example 2. There are no-premises and the student is being asked to
prove Theorem 22 which will then become available -to him for use in
later proofs.

(1) T The studéﬁfziﬁfrdduéés the-négative numbéf axicm, N. The
'.ﬁéomputér printé‘buﬁjﬁﬂé axiom and then allows the student
_- toligubstitute expressions for A and B: :In this case, the. .
" student’ types A for A'and B for B.
(2) 2  Line 1 is én.equétion; so the studént can commute about =.
To do this, he uses the commute'eqﬁals'rUleg”CE, where the
‘first 1 is the line rumber and ‘the second 1 is the occurrence

number of the =. . R,

(3) The student wishes to add something to both sides of the
“eguality on line 2. To do this, he uses the add eguals
rule, AE, where the 2 is' the line number of the equation.
‘The computer types a colon after which the-students types
the expression to be added. - The computer then types line

. 3.

On the next line the student attempts to type a-rule which

the computer does not recognize.
(&) . .The student again uses the negative number axiom.

(5) He applies CE to line 4.
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(6)

(7)

(8)

(9)
(10)

(11)

(12)
(13)
(14)-(15)

The student now uses the replace equals rule, RE. He wishes
to replace an occurrence in line 3 of the left-hand side of
the equation in line 5 by the right-hand side of the eguation
in line 5. There is more than one occurrence of (B-C) in
line 3'and the student specifies which one he wants replaced

by the occurrence number, 1.

On the next line he decides to erase line 6. He doés this

by using DLL, delete.the last line.

He again uses. RE, this timé for the secghd occurrencé of
(B-C). The student wishes to associate addition to the
right in line 6. To do this, he uses the associate right
rﬁle, AR. He wants to associate about ﬁhe second. plus sign,
hence he uses 2 as the occurrence number. Since'this—is not

possible; hereceiwes.an error message. -

He again tries AR, only this time the occurrence-number of

the plus sign is 3.
He assoclates left about the third plus sign uSihg’AL.
He useg the negative number axiom again.

He now makes use of a theorem which he had proved earlier.
A theorem is used in a manner analogous to the axioms. On
the next line he misuses RE and receives the appropriate

error message.
He correctly uses RE.
He makes use of theorem 1.

Tweo more ugses of RE establish the desired theorem.

Insert Table 2 aboubt here
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TABLE 2 =

Example 2

417,31

HERE IS THEOREM 22 _
DERIVE: {A-B) + {B-C) = A-C

N A+ (-B) = A-B

A:A

B:B (1) A+ (-B) = A-B

1CEY (2) A-B = A+ (-B)

2

: B-C (3) (4-B) + (B-C) = (A + (-B)) + (B-C)
NU

WU IS NOT A RULE
N A+ (-B) = A-B

B:C (%) B+ (-C) = B-C

4CEL (5) B-C = B + (-C)

3.5REL (6) (A-BY + (B + (-C)) = (A + (-B)) + (B-C)
*—”".M_L _
" 3.5RE2 (6) (A-B} + (B-C) = (A +(-B)) + (B + (=C))
6AR2

YOU MAY NOT ASSOCTATE RIGHT AROUND. +# SIGN NUMBER 2

6AR3 (7) (A-B) + (B-C) = &+ ((-B) + (B + (-C)))
TALS (8) . (A-B) + (B-C) = A+ {((-B) + B) + (-C})
N A+ (-B) = A-B

A: A

B: C (9) A+ (-C) = A-C

TH2 (-A) + A =0

A:B (10) (-B) +B =0

8.10RE2

THERE ARE NOT 2 OCCURRENCES OF (-B) + B :IN LINE-8.:
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8.10REL

(11) (A-B) +(BX€) = A + (0 + (-C))
TH2 O+ A=A
A: -C (12) 0+ (~C) = -C
11.12REL

(13) (A-B) + (B-C) = A+ (-C)
13.9REL (14) (4-B) + (B-C) = A-C .
CORRECT |
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APPENDIX D
Description of Data Analysis Progréms

In this appendix we describe the programs, written by the author,

which were used to reduce and analyze'the data.

Logic Program

Each day during the summer of 1970, a.file was created for each
logic student on the PDP—iO digk file system. Files wére identiflied on
thé disk by a file name (up to six characters) and a file extension (up
to three characters) written &s NNNNNN.EEE. The name chosen for each
stﬁdent file was thé student's account.humber,.the extension was the
date. Thus, logic student L1125 on July 13 had his data recorded on a
file named L1125.713. At the end of.eaéh day,:thé gtudent data files
were frénsferred 1o magnetic taﬁe. .The fofmaf of these files is given

in Table 1.

Tnsert Tabie 1 about here

Data Reduction

In the fall of 1970, & series of programs were written to convert
fhe raw data into a format acceptable to the BMD programs. We give here
a brief descriptibn of these programs, indicating the programming
language used in each case.

PASSl - PBP-10 assembly.language
input: daily sfudeﬂt data files
(1) combined the data in the individual sbudent files

described above into one data file per student.

89




PASSZ - SATLY

Tnput: output files from PASSL

(1) created a separate file for each logic problem.

PASSB - SAIL .
Input eutput flles from PASS2
(1) Extracted the follow1ng 1nrormat10n frem each problem flle:
_(a) problem number | |
. (b) number of students who attempted the problem :

(c) number of students for whom there was complete data
_em‘the problem° Aslmentloned in Chapter III, some data
_were iost.eue te system or machine faliures so that there
__were 1ncomplete éata for some studenre on seme problems |
(d) mean and standard dev1atronlof the number of lines
.;n_a_cqmpleterderrvat;en for ﬁhe Provlem. Here and below
Ime.aefine tﬁehmean‘as: o I o

Mean = X “.( ng )/N

and the standard deviation as:

N 1 F—
- Stan. Dev@\/ X (X'i - '}-C)a)/l\I-l- :

Ci=1
_'where W ;is fhe‘number of etmdente_compiefing the..
problem. S
(e) mean and standard deviatiom_of leﬁeney %o eoimtien;
(f) mean and standard devietiom of 1eteney.ﬁer‘iime;;
(g) mean and standerd‘éevieﬁion:ofreorreeted latency per

line.

*
Stanford Artificial Intelligence Laboratory's Algol-like language.
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(h) mean and standard deviation of number of error messages.
(i) mean and standard deviation of number of DLL's.
() méan and standard deviation of number of restarts.

(2}  created ASCII files of the above information férmated fér.
printing on a teletype or displaying on a CRT. TheSé could
also be used as input for the BMD programs.

COMB - Fortran

Input: output from PASS3 and a file containing the values.of the
structural variablés which were typed as input‘by kand on
the CRT's.

(1)  combined the two input files into one file containing both
the behavioral and structural variables. |

SORT - Fortran

Input: ootput from PASS3

(1) produced a rank-ordering of the problems for each_df the
five behavioral measures.

Analysis
In addition to writing the above programs, I élso implemented the
EMDOEM program on the PDP-10 and modified the already existing BMDOZR

program to produce the plots mentioned in Chapter ITT.
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TABLE 1°

Format of Raw Logic Data

The first four words of each student flle were:

wordl° Student account number
word2: Date
word%: Start ftime

wordh: Wew day code -~ 761616161616

Whenever the student was restarted, the asbove four words were put in
his file. '

The flrst words for every problem were:

Wordl New problem code - 716161616161
word2: Problem start time

word3: Problem and lesson number

words 4-n: Problem type codes

These were followed by response codes. For each student_input these were:

wordl: response code - THETETETOETETO
- words 2-n-1: Student response in ASCII
~wordn: Latency to response

Each time a student timed out, the following information was recorded:

‘wordls TIMCUT

word2:; Time of the time-out

Tach time = student asked for & hint and the hint clock had not fired,
the student recelved one of the follow1ng two messages For "A HINT IS
NOT AVAILABLE NOW" we recorded: SR

wordl: NOTNOW
word2: Time of message

When the student received "THINK A TLITTLE LONGER", we recorded:

wordl: KEEPON - :
word2: Time of message

When the student received an error message, we recorded:

wordl: ERRORS

wordZ: Error message number

word3d: Contents of an accumulator containing informaticn about the error
wordh: Time of the error

At the end of each problem, we recorded:

wordl: Problem end code- 766766766766
word2: Time of end of problem

Finally, at the time that each student was signed off, we recorded:

wordl: Sign-off code - 776776776776
word2: Time of sign-off
word?d: THTETLTLTLTL
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