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deal more variability in this data than in Experiment I. (There are only

90 observations per point in Experiment II as compared to 300 in Experiment I.)

2Table 8 shows the parameter estimates, minimum n values, and the mean

components per point for both experiments. The fact that this mean is

somewhat lower for Experiment I than for Experiment II indicates that the

first experiment is better fit than the second. If the initial guessing

trial is ignored, the mean X2 component for Experiment I is .97 and 1.22

for Experiment II. Hence, the first trial, on which it is assumed that the

subjects guess randomly, contributes substantially to the value of

particularly for Experiment II.

2
n ,

In the discussion of Experiment II in the previous chapter (III, p. 33),

chance fluctuations were suggested to account for the discrepancy between

the expected and observed ordering of probabilities of an error on trial 4

of sequences 17, 18, and 19. It was expected that sequence 17 would have

the fewest errors and sequence 19 would have the most. This expectation

was based on observations of trial 4 in Experiment I. On that trial, those

items with longer initial lags following a long lag had fewer errors than

items with shorter initial lags. Since the modified GFT has the same ex-

pected ordering it is relevant to note that its mean X2 component for

trial 4 of these sequences (from the parameters in Table 8) is .96. This

is much less than the X2 component averaged over the whole experiment.

Therefore, the contention that chance fluctuations account for the lack of

appropriate ordering is not unreasonable.

Additional statistics which are often useful in evaluating fits of

Markov models to frequency data are derived from the distribution of the

trial of the last error. For the data of Experiment I, the parameters

estimated from the learning curves were used to generate the predicted
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values of this distribution. It should be noted that since only six

trials were run on each item in this experiment, the fact that a subject

made his last error on trial k does not mean that if more trials had

been run he might not have made more errors, but rather, that the subject

made no more errors in the six trials presented. Thus, the theoretical

probability of a last error on trial 6, for example, is simply the prob­

ability of an error on trial 6. Figure 9 shows the predicted and observed

proportions of subject-item protocols which had their last error on each

of the six trials for each of the eight sequences. A last error on trial

o indicates that the subject made no errors on that item. The primary

discrepancy between the predicted and observed distributions is too fre­

quent occurrence of last errors on trials 0 and 1, and too few on later

trials. This discrepancy would be expe·cted if the assumptions concerning

item or subject homogeneity were violated, or if, as suggested in Chapter

III, there were a variation of parameters within subjects during the course

of the experiment. In any case, the discrepancies are not large, and some

subject and item differences no doubt exist.

A statistic which has often been used to discriminate between the

incremental and all-or-none quality of frequency data is the probability

of an error on trial E' given an error on some trial greater than n.

Table 9 shows a comparison between the predicted and observed values of

this probability for each of the eight lag-sequences in Experiment I.

The most striking discrepancy between the predicted and observed values

is the consistent tendency for the observed probabilities to fall above

those predicted by the model. This discrepancy, too, may be a function of

subject or item inhomogeneity. For example, when a statistic is con­

ditionalized on an error occurring, the subject item protocols included
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TRIAL 9

PROBABILITY OF AN ERROR ON TRIAL n GIVEN

AN ERROR OCCURRED ON A TRIAL GREATER THAN n.
~

1 2 3 4 5

Trial No. Ob,; Pred tag Obs Pred Lag Obs Pred Lag Obs Pred Lag Obs Pred
Seq. No.

1 .69 .67 lO ·55 .48 10 ·52 .46 10 ·50 .46 10 .47 .47

\Jl 2 .67 .67 lO ·51 .49 10 ·51 .49 1 .23 .21 1 .17 .n
'"

3 .66 .67 6 ·51 .40 6 .45 .35 6 .39 .34 6 .25 .35

4 .67 .67 6 .63 .41 6 .45 .38 1 .36 .17 1 .35 .10

5 .70 .67 3 .46 ·33 3 .40 .24 3 .32 .22 3 ·33 .21

6 .70 .67 1 .33 .25 1 .20 .n lO ·54 .41 lO .47 .46

7 .74 .67 1 .40 .25 1 .21 .12 6 .45 .30 6 ·51 .34

8 .76 .67 1 ·35 .28 1 .15 .14 1 .08 .lO 1 .09 .08



in that statistic might well be from subjects with a lower than average

value of e. The effect of this would be a higher over-all forgetting

rate and consequently more errors evidenced in these statistics. It is

interesting that there is almost no tendency for the predicted and observed

values to cross. Instead, the observed curves have much the same shape as

those predicted by the model. This is important with regard to the incre­

mental versus all-or-none interpretation of the data. If learning were

incremental, that is if strength were being built up on each successive

reinforcement, the observed values would be expected to decrease relative

to those predicted from the model. The intuition behind this assertion

can be understood from the fact that for the modified GFT an item which

is not yet learned is either in S or F. Hence, the probability of an

error on such items is different from chance only because of short-term

effects. An incremental model, on the other hand, must allow for an im­

provement over and above that attributable to short-term effects, even on

items not yet fully learned. Thus, despite the fact that the actual pre­

dicted values are somewhat low, these data still support the basic all-or­

none assumption of the modified GFT.

Theoretical Latency Analysis

The close relationship between the latencies and error frequencies

discussed in the preceding chapter strongly suggests that the latencies

and error probabilities were generated by similar processes. It therefore

is natural to append latency assumptions to the modified GFT, which already

gives an account of the error frequency data, to attempt to account simil­

taneously for the error frequencies and, at least, the mean latencies.



It seems reasonable that, even after an item is learned, responses

following a short lag would be faster than those following a longer ~ag.

To incoporate this idea into the modified GFT, it is necessary to separate

the learned state, ~,into two states, one from which the subjects respond

quickly, denoted LB', and one fr9m which they respond more slowly, L.

It is further assumed that inS as well as LS the correct response is

is immediately available so that subjects respond quickly to ~tems in

either of these states. The following tree diagram, analogous to that

for the modified GFT shown in Chapter IV, page 40 indicates the relation-

ships assumed among the various states. The diagram indicates that any

trial on which an item is attended to, the response to that item becomes

immediately available (moves into S or LS depending on whether or not

the item is learned). If it is not attended to, it is assumed not to

change states. Each intervening item has probability l,e of causing

an item in an available state to move to an unavailable state. If the

item is in LS, it returns to ~; if it is in ~, it returns to F.

The set of transition matrices given below describe the extension to

the GFT just discussed:

LS L S F p(c Istate) E(latlstate)

LS 1 0 0 0 1 xs

L Y l,Y 0 0 1 ir(n)
Mp S bY 0 I-bY 0 1 Xs

F aY G (I-a) Y l-Y g x'f(n)

LS L S F

LS e l-e 0 0

TIJ 0 1 0 0
M=

P S 0 0 e l~e

F 0 0 0 1
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where x represents the mean response time to an item whose response iss

readily available (it is in 1S or ~), xl(n) represents the mean re-

sponse time on the thn presentation, to items in ~, repre-

sents the mean response time, on the thn presentation, to an item in F.

Since it seemed likely that subjects might become faster at retrieving

non~available learned responses, it was assumed that the reaction time

from ~ might, in general, depend on ~. Specifically, it was assumed

that xl(n) was given by the following difference equations:

where is the asymptotic value of xl(n).

n < 2

Also, since the error

latencies changed slightly over trials, the reaction time from F was

assumed to depend on the presentation ·number of the item.

In applying the model, the following techniques were used to estimate

the parameters: (1) values of parameters ~,~,~, and L were carried

over from the frequency data. (2) xf(n) wa.s estimated from the error

latencies. Since the error latencies declined slightly over presenta-

tions, from a mean of 2.57 sec. on trial 1, to a. mean of 2·.33 sec. on

trial 6, a geometric decay function starting at 2.57 Sec. on trial 1,

and leveling off at 2.33 sec. on trial 6; was used to generate the pre-

dicted values of xf(n). (3) The values of xs' Xl' c, and x l (2)

(the initial value of xl(n» were estimated by minimizing the follow­

ing function:

48
~ L [1(e i )- 1(ei,xS,xl,c,xl(2»]2p(ei;xS,xl,c,xl(2»

i~l

48
+ L [1(c.) - 1(ci,xS,xl,c,xl(2»]2p(ci;xS,xl,c,xl(2» ,

i~l ~
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where i indexes the 48 points (six trials for each of eight lag-sequences),

and L(c.)
~

represent the observed latency on the i th point for

error and correct responses, respectively, and L(e i ; xl' Xl (2), c, Xs )

and L(c i ; xl' x l (2), c, xs) represent the predicted latencies for error

and correct responses, respectively. The parameter values which minimized

this function are xl ~ 1.59 sec" x l (2) ~ 3.53 sec., Xs ~ 1039 sec., and

c ~ .331. Table 10 shows the predicted and observed values of latencies

for both error and correct responses, The closeness of the predictions

to the observed data further demonstrates the remarkable similarity between

the latency and frequency data.

Before conclusions can be drawn concerning the implications of the

fits of the modified general all-or-none forgetting theory to the frequency

and latency data, some theoretical approaches outside of the realm of the

GFT must be investigated, The following chapter deals with this issue.



TABLE lO

PREDICTED AND OBSERVED LATENCIES FOR EXPERIMENT I

CORRECT RESPONSES

Vl
\D

Trial No.

Seq. No.

1

2

3

4

5

6

7

8

1

Obs Pred

2·32 2.57

2.47 2.57

2.66 2.57

2.41 2.57

2.45 2.57

2·53 2.57

2.45 2.57

2.81 2.57

2

Lag Obs Pred

10 2.38 2.39

10 2.28 2.39

6 2.20 2.09

6 2.12 2.09

3 1.88 1.81

1 1.65 1.60

1 1.79 1.60

1 1.57 1.60

3

Lag Obs Pred

10 1.84 1.94

10 1.88 1.94

6 1.72 1.78

6 1.87 1.78

3 1.56 1.61

1 1.55 1.48

1 1.48 1.48

1 1. 51 1.48

4

Lag Obs Pred

10 1.80 1.71

1 1.46 1.49

6 1.58 1.62

1 1.43 1.48

3 1.56 1.53

10 1.79 1.70

6 1.70 1.60

1 1.37 1.44

5

Lag Obs Fred

10 1.61 1.62

1 1.40 1.43

6 1.54 1.56

1 1.36 1.43

3 1.39 1.49

10 1.59 1.63

6 1.61 1.56

1 1.35 1.43

6

Lag Obs Pred

10 1.69 1.58

10 1.57 1.57

10 1.59 1.58

10 1.55 1.58

10 1.49 1.58

10 1.51 1.59

10 1.64 1.59

10 1.65 1.59

Trial No. 1 2

INCORRECT RESPONSES

3 4 5 6

Seq. No.

1

2

3

4

5

6

7

8

Obs Pred

2·53 2·57

2·55 2.57

2·53 2.57

2.50 2.57

2.65 2.57

2·53 2·57

2.56 2.57

2.69 2.57

Lag Obs Pred

10 2.52 2.48

10 2.45 2.48

6 2.59 2.42

6 2.55 2.48

3 2.26 2.48

1 2.41 2.48

1 2.45 2.48

1 2.50 2.48

Lag Obs Pred

10 2.60 2.42

10 2.40 2.42

6 2.56 2.42

6 2.19 2.42,
3 2.27 2.42

1 2.34 2.42

1 2.26 2.42

1 2.45 2.42

Lag Obs Pred

10 2.55 2.39

1 2.47 2.39

6 2.47 2.39

1 2.46 2.39

3 2.09 2.39

10 2.04 2.39

6 2.24 2.39

1 1.44 2.39

Lag Obs Fred

10 2.25 2.37

1 2.62 2.37

62.27 2.37

1 2.92 2.37

3 1.66 2.37

10 2.21 2.37

6 2.14 2.37

1 2.62 2.37

Lag Obs Pred

10 2.04 2.36

10 2.31 2.36

10 2.47 2.36

10 2.28 2.36

10 2.09 2.36

10 2.48 2.36

10 2.68 2.36

10 2.42 2.36



CHAPTER V

CONCLUDING DISCUSSION

In the empirical results discussed in Chapter III, four strong effects

are evident: (1) The shorter the lag between two presentations of the

same item, the greater the probability of a correct response on the sec­

ond presentation. (2) If two items have the same value of lag(n), more

errors will be made on trial n+l for that item which had shorter preceding

lags if lag (n) is long, but more errors will be made on the item with

longer preceding lags if lag(n) is short. (3) There is some non-specific

improvement or learning to learn, that occurs during the experiment which

cannot be associated with the learning of a particular item. (4) The

learning curves, for latencies of correct responses show the same effects

found in the fre~uency data.

Chapter IV showed that results 1,2, and 4 were consistent with a

modification of the general all-or-none forgetting theory which assumed

that the subject did not attend on every pre'sentation. It further showed

that the deviations of the theory from the data were, in large part,

attributable to the parameter inhomogeneity implied by result 3 above.

Chapter IV further showed that, in this experiment, the probability, "£.'

of learning from the short-term state is much smaller than the probability

~, of learning from the forgotten state. In fact, the over-all fit of the

model to the data is not much affected by the assumption that b ~ O.

Before we can conclude, however, that the probability of learning from

the short-term state is zero, or even that it is smaller than the prob­

ability of learning from the forgotten state, as Greeno (1966) suggests,

we must investigate alternative models which fall outside the class

represented by the GFT.
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To clarify the relationships among the various conceptions of the

memory and learning process described in Chapter I as well as those about

to be discussed, the following classification scheme will prove useful.

The models differ as to (1) whether or not there are separate long-' and

1short-term memory stores and (2) whether or not rehearsal (the transfer

of an item from S to L while another interfering item is being pre-

sented) plays an important role in the learning of paired associates,

Using these criteria, four classes of models can be distinguished:

(1) multi-storage non-rehearsal models, (2) multi-storage, rehearsal mod-

els, (3) single storage, non-rehearsal models and (4) single storage,

rehearsal models, In the remaining sections, each of these classes will

be dealt with in turn and specific models within the classes will be com-

pared with data.

Multi-storage NOn-rehearsal Models

Two types of models which fall into this class have already been

discussed (the long-short (LS) models developed by Atkinson and Crothers

(1~64), and the trial-dependent forgetting models (TDF) discussed by

Calfee and Atkinson (1965».

The transition matrices for the modified GFT can be readily inter-

preted in the language of the long-short models. States Land S

can be interpreted as long- and short-term memory stores. The parameters

a and b can be interpreted as the probability of transferring an item,

~he term rehearsal is intended to refer to any transition from a tem­
porary memory state to a more permanent one which occurs while interven­
ing items are being presented. It refers to such apparently different
psychological processes as subvocal self-presentation of items other
than the one being presented and the consolidation of mempry traces.

61



to long-term memory from the short-term and forgotten states respectively.

The parameter 1-8 can be interpreted as the probability that an inter-

vening item causes any given item to be lost from short-term memory.

Finally, the paramter r can be interpreted as the probability that a

subject attempts to transfer a presented item to another memory store.

With these interpretations the modified GFT is clearly consistent with

the psychological assumptions of the long-short models.

The second example of a multi-storage non-rehearsal model is the

trial-dependent forgetting model of Calfee and Atkinson (1965). It will

be recalled from the discussion of the TDF model in Chapter I that the

only difference between the TDF and LS models is that, where the LS model

assumes that every intervening item. is interfering, the TDF assumes that

items which are in the learned state are not interfering. Because of

the continuous nature of the task in the present experiment, the propor-

tion of learned items intervening between consecutive presentations of a

given item is relatively constant over trials. This property is in con-

trast to the more typical list learning experiments where the number of

intervening learned items increases with trials. An expected operator

approximationlto the TDF theory can be readily made by assuming that

some fixed proportion, q, of the intervening items are unlearned, and

that exactly t.q interfering items occur with a lag of t. Then the

transition matrix to be applied between two presentations separated by

a lag of equals M
P

lThe term ·'expected operator approximation' refers to the fact that
it is assumed that exactly the expected number of unlearned items (in
this case t.q.) occur in each lag of length t.
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Thus

L S F p(correctlstate)

L 1 0 0 1

M(t) = S b (l_b)et •q (l-b) (l_et •q) 1

F a (l_a)et •q (l-a) (l_et •q) g

If the attention parameter y is added to this model in the same way

that it was added to the GFT, the two models have the same transition

matrices with the parameter e in the modified GFT equal to q in the

modified TDF. Hence, no distinction can be made between the two models

solely on the basis of the distribution of sequences of errors and suc-

cesses. One method which can be used to distingush the two models is

to conditionalize on the presentation number of the intervening items.

Since the higher the presentation number of an intervening item the

greater the probability that it is learned, the TDF model predicts fewer

errors following items with high presentation numbers. Table 11 shows

the proportion of errors on trials 2 and 3 for items with lag(l)= lag(2)=1

(sequences 6, 7, and 8) as a function of the trial number of the single

intervening item. There is little evidence here that items with smaller

trial numbers tend to interfere less than, items with larger trial numbers.

A X2 measure of independence, under the assumption that the proportion

of errors is due only to the trial number of the item presented, and not

that of the intervening item, yielded a X2 = 8.57 with 10 degrees of

freedom, clearly a non-significant value (p> .50). Though these data

are not strong enough to reject the TDF assumption that learned items are

not interfering, they certainly lend no support to it.

In summary, the modified forgetting model can be readily interpreted

as a long-short model, and the fact that it fits the data of Experiments I
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Table 11

Proportion of errors on trials 1 and 2 for sequences 6, 7 and 8

as a function of the trial number of the intervening item.

Trial number of the intervening item

1 2 3 4 5 6

Trial 1 .212. .135 .147 .170 .140 .160
(250) (200) (150) (200) (50) (50)

. Trial 2 .060 .093 .100 .080 .080 .070
(50) (300) (200) (50) (100) (200)

(Parentheses give the number of observations in each case.)
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and II might be construed as indirect evidence for the multi-storage non­

rehearsal assumptions which underlie the LS models. The following sections,

however, weaken such an argument.

In addition, the lack of support for the TDF assumption concerning

the non-interference of interpolated items in L makes the general assump­

tion that all the items are e~ually interfering, independent of their

learning state, more palatable.

Multi-storage Rehearsal Models

Atkinson and Shiffrin (1967) have recently outlined in great detail

a conception of short-term memory and the learning process which differs

markedly from those discussed in Chapter I. Atkinson and Shiffrin assume

that there are two distinct memory stores, a long-term store from which

little forgetting occurs, and a short-term store from which forgetting

readily occurs. They further assume that so long as an item is held in

the short-term store there is memory transfer from the short- to the

long-term store. Thus, where for Greeno, the primary learning occurs

when as item is in the forgotten state, for Atkinson and Shiffrin much

of the learning takes place from the short-term state. Furthermore,

Atkinson and Shiffrin place emphasis on the rehearsal process, which they

postulate to be the mechanism whereby learning occurs between, as well

as during, the presentations of that given item. In order to capture

much of the flavor of the ideas of Atkinson and Shiffrin, the author

has developed a simple Markov model, which allows for learning to occur

from the short-term state so long as an item remains in that state.

The transition matrices below describe the process.
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M =
P

M
P

L S F P(correctJstate)

L 1 0 0 1

S b (I-b) 0 1 ,
F b)' (I-b))' (1-)') g

L S F

L 1 0 0

S a (l-a)e (I-e) (I-a)

F 0 0 1

The parameter )' represents the probability of entering the short-term

store if an item is presented while it is in the forgotten state; b is

the probability of learning if an item is in the short-term store or

enters the short-term store on a trial when the item is presented; a is

the probability of rehearsing and learning the item when another item is

presented, and, finally, e is the probability that an intervening item

will not remove an item from the short-term memory storeo In order to

obtain the probability that an item is in each of the states after t

interpolated items, we need only calculate M(t) = M
p

L S F P(correctJstate)

L 1 0 0 1

M(t) Ma(t)
t X(t) 1= S (l-b)[ (l-a)e] ,

)'[Ma(t)]
t (l-7)+)'X(t)F .7(1-b)[(1-a)ej g

66



where

and

a(t) ; (1-b)a(1-[(1-a}8j t)
1-(1-a)8

To see precisely the effect of adding the rehearsal parameter to the

*theory, it might be well to look at the comparable matrix, M (t), fOr

the modified GFT, viz.,

L S F P(correct[state}

L 1 0 0 1

* (1_Yb)8t (1_Yb)(l~8t)M (t) ; S yb 1

F t t
Y (1-a)Y8 (1-y)+y(1-a)(1-8 ) g

Although there are several differences between the matrices, for example

that the F to L transition depends on t for the rehearsal model and

is independent of t for the modified GFT, the differences in predictions

about the data space are less obvious. In fact, a theorem by Atkinson

and Crothers (1964) can be easily generalized to show that these two

theories predict exactly the same distribution of probabilities over the

data space of errors and successes.

Atkinson and Crothers show that for any two models described by the

transition matrices,

P(correct[state)

1 0 0

[:A ; a21 a22 a
23

a
31 a32

a
33
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and

P(correctJstate)

1 0 0 1

B = b21 b22 b
23

1

b
31

b
32 b33 g

they will predict the same distribution of error success protocols if

the following three e~uations hold:

and

and

The analogous conditions for the models described by the transition

matrices

P(correctlstate)

1 0 0 1

A(t) a
21

(t) a22(t) a
23

(t) 1

a
31

(t) a
32

(t) a
33

(t) g

and

P(correctJstate)

1 0 0 1

B(t) b
2l

(t) b22(t) b
23

(t) 1 ,
b

31
(t) b

32
(t) b

33
(t) g

is simply that for any t
l

and t 2 the following three e~uations must hold:

a
33

(tl ) = b
33

(tl )

a22(t
1

) = b22(tl )

a
32

(t
l

) . a
23

(t
2

) = b
32

(t
1

) . b
23

(t2 ) •
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*These equations in terms of M(t) and M (t) above require that

(1)

(2)

t t
(l-y) + Y(l-b~(l-)(l-e) (l-[(l-a)e] 1) = (l-y) + y(l-a)(l-e 1) ,

1- l-a e
t

l
t

l(l-b)[(l-a)e] = (l-yb)e ,

t
y(l-b)[(l-a)e] 1 . (l-b)(l-a)(l-e)

l-(l-aJe

t 2(l-[(l-a)e] )

which is true if

M(t) *M (t)

Y = Y ,
b = yb ,

(l-a)e = e ,
and

1 (l-b)~l-a)(l-e)_
- 1- l-aJe - a

Hence, this rehearsal model, which assumes that nearly all of the learn-

ing occurs from the short-term state, predicts exactly the same curves

as the ones attributed to the modified GFT in Chapter IV under the con-

ditions that r = .7625, £ = .1047, ~ = .0381, and ~ = .9379. It is

also of interest that the best fitting three-parameter model can be ob-

tained by the restriction that a = b in the rehearsal model which

yields a rr
2 = 51.8 (comparably to a

2 A A

X d.f. = 45) with a = b = .044,

r = .7500,
A

and e = .9469.
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Before leaving this multi-storage rehearsal model, it ought to be

mentioned that it predicts the same probability distribution over the

data space even if the F to L transition in the rehearsal model is

zero. That is, the following set of matrices leads to the same predic-

tions as the modified GFT:

and

L

M ; S
P

F

L

1

b

o

s

o

l-b

F

o

o

1-)'

p(correctlstate)

1

1

g

L

M ; S
p

F

1

a

o

o

(l-a) 8

o

o

(l-a)( 1-8)

1

This non-identifiability result is somewhat discouraging to those who

want to argue, as Greeno (1966), that since b is small or zero in the

modified GFT model, we can therefore conclude that the probability of

learning from the" short-term state" is zero, or at least small. In

fact, if One invokes a rehearsal process, nO such conclusion can be

made, even though the parameters of the modified GFT are identifiable.

More elaborate experiments aimed sPecifically at the rehearsa1-non-

rehearsal ~uestion must he done hefOre such a conclusion can he made.

Three general tyves of models falling into this class will be dis-

cussed! (1) GreenO's coding mOdel (1966) , (2) Bernbach's forgetting mOdel

(1965) and (3) EsteS! fluctuation model (1955 a,b; lzawa, 1965).
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The states and parameters of the modified GFT can be readily inter­

preted in a way consistent with Greeno's representation of the learning

process (Chapter I). The learned state, ~, and the short-term state,

~, are interpreted as states in which the subject has a code stored in

memory which will lead to the correct response. If the code will support

retention for the duration of the experimental session, the item is said

to be in L. If not, the item is said to be in S. The forgotten state,

E, is one in which the subject has no code stored. The attention para­

meter, L' can be interpreted as the probability that the subject creates

a code on any given trial on which he does not have one stored. The para­

meter a is the probability that the subject creates a good code (one which

will support retention through the experiment) given that he creates a code

at all. Since subjects do not create a new code when they have one stored

which yields correct responses, the S to L transition should be zero,

and hence, b must be zero, Thus, if b is assumed to be zero, the

modified GFT is consistent with Greeno's coding interpretation of the

learning process.

The second model, Bernbach's forgetting model (1965), which assumes

that learning occurs only on presentation trials and that all learning

occurs from the short-term state, is not consistent with the findings of

this investigation. In order to account for these data and have all

learning occur from the short-term state, one must allow for the possibility

of rehearsal.
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The other important model in this class which has not yet been

discussed is Estes' Fluctuation Model (1955 a,b; Izawa, 1965). This

model derived from Stimulus Sampling Theory, has a different flavor than

the other models discussed thus far. The fluctuation model, as applied

here, can be characterized by the following set of assumptions:

(1) The stimulus member of each item, together with the context in

which it occurs, comprises a set of stimulus elements, or cues,

N* in number.

(2) At any time, some of these cues are in an active state (i.e.

can be sampled by the subject if the item is presented), while

the remainder are inactive.

(3) Transitions between the active and inactive states occur ran­

domly over time, there being some constant probability of a

transition during any short interval of time 6t.

(4) At any time, any given cue may be associated with (~Iconditioned

to") the correct response, some specific incorrect response, or

neither.

(5) On each anticipation trial, there is some fixed probability,

~, that all of the cues in the sample will be conditioned to

the correct response.

(6) The probability of a correct response is equal to the propor­

tion of cues in the sample that are conditioned to the correct

response.

By further assuming that N* is very large, that initially all elements

are randomly conditioned to one of the three responses alternatives, that

the proportion of active elements is constant over the experiment, and
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that during each intervening trial each active element has probability

1-81 , of becoming unavailable and each unavailable element has prob-

ability 1-8
2

of becoming available, the following set of transition

matrices can be written to describe any given element"

Ar , AC AU UUL·

AC 1 0 0 0

UC 0 1 0 0
M =

P AU a 0 l-a 0

uu 0 0 0 1

(501)
-J

AC DC AU UU

AC r" 1-8 0 0
1

UC
1-:2

8
2 0 0

M

P AU 0 1-8 1-8

l
1 1

UU 0 0 1-8
2

8
2

In state AC the element UU is both available and conditioned to the

correct response, in UC unavailable and conditioned , in AU available

and conditioned to a wrong response alternative and in UU wrongly

conditioned and unavailableo The matrix, M(t), which shows transitions

between any two presentations of a given item separated by t intervening

items is given by
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AC UC AU UU

t (l_P)(l_wt )AC p+(l-a)w a a
" t) (l_P)+Pwt

M(t) UC P(l-w 0 a
t a(l-p) (l_wt ) (l-a) (P+(l_P)wt )

tAU a(p+(l-p)w ) (l-a)(l-p)(l-w )

t tuu a a p(l-w ) (l-p)+pw

where the exchange rate

w = 8 +8 -1
1 2

and the proportion of available elements
1-8

2
P =-­l-w

The start vector, s, for this model is given by

s = (pg, (l-p)g, pel-g), (l-p)(l-g))

where £ is the proportion of elements initially conditioned to the cor-

rect response, and i is the proportion of available elements.

A careful study of the equations for the learning curves leads to

the initially surprising result that the learning curves for the fluctua-

tion mOdel, for this situation, are algebraically equivalent to the

learning curves for the modified general all-or-none forgetting theory

with b = O. The parameter eqUivalences which give this result are: a

for the fluctuation model equal to Z of the modified GFT, w equal to

8, and i equal to a.

The proof of this equivalence is somewhat tedious and is postponed

until the ~ppendix. The procedure is to first "show that the probability

of an error on trials 1 and 2 is the same for both models and then that

for any trial E, the error probability depends, for both models, on the

same function of the error probabilities of trials n-l and n-2.

It should be noted, however, that the eqUivalence shown here is an

equivalence of learning curves, rather than an equivalence of processes
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as shown in the preceding sections, In this case, other statistics of the

data will discriminate between the two models, Before turning to statis-

tics which will .discriminate, it is interesting first to consider two

other versions of the fluctuation model which also lead to identical learn-

ing curves, but which differ among themselves on other statistics. The

fact that the minimum rr 2 estimate of £ in the large N* fluctuation

model was estimated to be ,5 suggests the following two-parameter version

of the fluctuation model, Suppose that N* = 2, that at all times one

element is available and one is unavailable and that, on each intervening

trial, with probability l-e the two elements exchange places, and with

probability e they remain as they were. This version of the fluctua-

tion model can be characterized by the following set of transition matrices:

M =
P

M =
p

cc

cu

uc

uu

cc

cu

uc

uu

cc

1

o

a

o

1

o

o

o

cu

o

1

o

a

o

e

l-e

o

uc

o

o

l-a

o

o

l-e

e

o

uu

o

o

o

1

o

o

o

1

where CC represents both elements conditioned, CU the available

conditioned correctly and the unavailable not, UC the unavailable

correctly conditioned and the available not, and UU neither correctly

conditioned, There are two distinct assumptions which can be made about
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the initial state of the elements and thus the start vector and the response-

given-state vector, One can assume a's in the large N* case, above"

that all elements begin conditioned to one of the responses, In that

case, the start vector would be

s ;

The resllonse-given-state vector would be R ,-

1

1

°
°

Alternatively, one could assume that all of the elements begin in an

unconditioned state, in which case the start vector would be

s ; (0, 0, 0, 1)

1

and the resllonse-given-state vector would be R
g

g

Both models llredict the same learning curves as the large N* fluctua-

tion model with ~; ,5 and thus the same as the modified GFT with

b ; ° and a; ,5, However, the models all differ among themselves on

the predictions for other statistics. For example, Table 12 shows a com-

parison of the observed and predicted means and variances of the distri-

butions of the trial of the last error for all of the models. (The

predictions for the large N* fluctuation model were generated by 400

stat-rat subjects with N* 200. Those for all other models were gen-

erated numerically by use of a 7090 comllutero) It should be recalled

that the learning curves for all of the models excellt the modified GFT

are the same. The llredictions of all of the models are slightly too low
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TABLE l2

PREDICTED AND OBSERVED MEANS AND VARIANCES OF THE:

DISTRIBUTION OF THE: TRIAL OF THE: LAST ERROR

Modified 2-el. Fluctuation 2-el. Fluctuation
Modified GFr Large N* all conditioned with initial

SEQUENCE 1 Observed GFr 1>=0 Fluctuation initially guess:1ng state

R(X} 2.177 2.241 2.199 2.493 2.614

VAR(X) 3.698 3.420 3·400 3.346 3.173

SEQUENCE 2

E(X) 1.896 2.054 2.066 2.167 2.265

VARix) 3.333 3.182 3.342 3.366 ,.231

SEQUENCE 3

E(X) 1.963 2.197 2.228 2.435 2.550

VARix) 3.669 3.616 3.739 3.771 3.610

SEQUENCE 4

E(X) 1.863 2.016 2.089 2.153 2.248

VARix) 3.446 3.406 3.686 4.038 3.624

SEQUENCE 5

E(X) 1.950 2.079 2.209 2.302 2.403

VARix) 3.913 3.818 4.126 4.269 4.123

SEQUENCE 6

E(X) 2.150 2.295 2.445 2.675 2·798

VARix) 4.494 4.215 4.375 4.489 4.300

SEQUENCE 7

E(X) 2.007 2.190 2.366 2·511 2.623

VAR(X) 4.079 4.189 4.459 4.639 4.477

SEQUENCE 8

E(X) 1.657 1.894 2.116 2.318 2.109 2.189

VARix) . . 3.338 3.932 4.502 4.605 4.674 4.536
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for the meanS but are very close for the variances. The two versions of

the modified forgetting models seem better than the others, particularly

for sequences 1 and 3, and the unrestricted version of the modified for­

getting model is clearly best on sequences 5 through 8.

Single Storage Rehearsal Models

A model of this class which, qualitatively at least, accounts for

the empirical aspects of the data discussed at the beginning of this

chapter is Bernbachfsl replica model. The primary primitive notion of

the model, the replica, is conceived of as an image of the paired­

associate item which is stored in memory. If a subject has a single

image or replica stored, he will be able to respond correctly. The fol­

lowing set of assumptions characterized the model:

(1) When an item is presented, the subject rehearses that item a

Poisson distributed number of times; one replica is added for each

rehearsal. The parameter of the Poisson is assumed to be dependent only

on whether or not the subject has any replicas at the time of presentation.

(2) When an intervening item is presented, some amount of storage

interference is assumed to occur, and some number of the replicas of items

similar to the intervening item are destroyed.

(3) During any time when the presented item is not being rehearsed

anyone of the unpresented items for which there is at least one remaining

replica can be rehearsed a Poisson number of times. Thus, with some prob­

ability any item with at least one remaining replica, can be rehearsed

and have a Poisson distributed number of replicas added to memory.

Ipersonal Communications 1967
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It is clear that the general replica model contains too many param­

eters to be readily applied to the present data in its complete form,

and at the present time no simplification of the model which accounts for

the data of the present investigation, has been found.

In conclusion, this final chapter has shown a number of equivalences

between models with widely varying assumptions: (1) The unrestricted

modified forgetting theory is consistent with the LS and the TDF models

on the level of sequences of errors and successes. But if the TDF

assumption that items in L are not interfering is isolated by condition­

alizing on the reinforcement number of the intervening items, the LS

assumption that items are equally interfering independent of their state

of learning is supported. (2) A rehearsal model, which allows transitions

from S to L while intervening items are being presented, waS shown to

be isomorphic to the unrestricted modified forgetting model. This isomor­

phism holds even if all learning is assumed to occur from the short-term

state in the rehearsal model. (3) A modification of Greeno's coding model

and several versions of Estes' fluctuation model all predict learning

curves identical to those of the modified GFT under the restriction that

b = 0. Although the modified coding model is isomorhpic to the modified

GFT, E= 0, the fluctuation models differ from the oth~rs with regard to

statistics other than the learning curves. In particular, the modified

coding model b = ° does slightly better than several versions of the

fluctuation model on the predictions of the distribution of the trial of

last error.

These equivalences, particularly number 2 above, force a reconsider~

ation of the initial goal of this investigation. The fact that the
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inclusion of the possibility of rehearsal into the general all-or-none

forgetting framework makes the relative values of the probabilities of

learning from the forgotten state and from the short-term state indeter­

minable is both enlightening and disappointing. The question of whether

learning occurs more readily from the short-term memory state or the

forgotten state cannot be answered until the theoretical ideas involved

become sufficiently specific concerning the variables which affect the

amount of rehearsal and exactly how much interference occurs.
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APPENDIX A

PRESEN'rATION SEQUENCE FOR EXPERlliENT I

Ex!> lag Item Rep- Exp lag Item Rep- Exp lag Item Rep_
pres sequence pres lica- pres sequence pres lica- pres sequence pres lica-
No. No. No. tion No. No. No. tion No. No. No. tion

~ 2 ~ ~ 5~ 6 6 2 ~01 5 ~ 2
2 1 ~ ~ 52 8 3 ~ ~02 4 6 2
3 4 ~ ~ 53 5 5 ~ 103 ~ 3 3
4 7 ~ ~ 54 8 4 ~ ~04 1 5 2
5 6 ~ ~ 55 3 1 ~ ~05 5 2 2
6 7 2 ~ 56 8 5 ~ 106 2 3 3
7 6 2 ~ 57 ~ 6 ~ ~07 Filler
8 7 3 ~ 58 3 ~ 2 ~08 2 4 3
9 6 3 ~ 59 7 ~ 2 ~09 5 3 2
~o 4 2 1 60 ~ 1 2 110 2 5 3
11 Filler 6~ 7 2 2 111 2 6 2
~ 2 2 ~ 62 3 2 ~ ~~ 3 ~ 3
~3 ~ 2 ~ 63 7 3 2 113 5 4 2
~4 6 ~ 2 64 5 6 ~ 114 ~ 4 3
~5 7 4 ~ 65 3 2 ·2 115 ~ 6 2
~6 6 2 2 66 Filler 116 8 ~ 2
17 4 3 ~ 67 8 6 ~ 117 5 5 2
~8 6 3 2 68 Filler 118 8 2 2
~9 4 4 ~ 69 3 3 ~ 119 3 2 3
20 6 4 ~ 70 7 4 2 ~o 8 3 2
2~ 4 5 ~ 7~ ~ 2 2 ~~ 2 6 3
22 7 5 ~ 72 3 3 2 = 8 4 2
23 2 3 ~ 73 4 ~ 2 ~3 4 1 3
24 ~ 3 ~ 74 2 ~ 2 ~4 8 5 2
25 2 4 ~ 75 Filler ~5 ~ 5 3
26 Filler 76 3 4 ~ ~6 ; 3 3
27 2 5 ~ 77 7 5 2 ~7 7 ~ 3
28 Filler 78 Filler ~8 -? 6 2
29 6 4 2 79 3 4 2 ~9 7 2 3
30 Filler 80 4 2 2 ~30 4 2 3
;~ 6 5 ~ 8~ ~ ~ 3 ~3~ 7 3 3
32 4 6 ~ 82 ~ 3 2 ~32 ~ ~ 4
33 7 6 ~ 83 3 5 ~ ~33 3 4 3
34 Fil1er 84 2 ~ 3 ~34 Filler
35 ~ 4 ~ 85. 2 2 2 ~35 8 6 2
;6 Filler 86 3 5 2 ~36 ~ 6 3
;7 5 ~ ~

~
4 3 2 ~37 4 3 3

38 2 6 ~ 7 6 2 ~38 7 4 3
39 Filler 89 4 4 2 ~39 4 4 3
40 6 5 2 90 Filler 140 3 5 ;
4~ 5 2 ~ 9~ 4 5 2 141 4 5 3
42 6 .6 ~ 92 ~ 2 3 ~42 8 ~ 3
43 Filler 93 ~ 4 2 ~43 ~ 2 4
44 Filler 94 3 6 ~ ~44 8 2 3
45 5 3 ~ 95 2 2 3 ~45 7 5 3
46 ~ 5 ~ 96 2 3 2 ~46 8 3 ;
47 Filler 97 3 6 2 147 Filler
48 8 ~ ~ 9B 2 4 2 ~48 8 4 3
49 5 4 ~ 99 Filler ~49 Filler
50 8 2 ~ ~OO 2 5 2 ~50 8 5 3
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PRESENTATION SEQUENCE FOR EXPERIMENT I (conto)

Exp lag Item Rep- Exp lag Item Rep- Exp lag Item Rep-
pres sequence pres l1ca- pres sequence pres lica- pres sequence pres lica-
No. No. No. tion No. No. No. tion No. No. No. tion

151 ; 6 ; 201 FUler 251 7 5 5
152 4 6 ; 202 FiHer 252 5 2 4
15; 6 1 ; 20; Filler 25; 4 6 5
154 1 ; 4 204 Filler 254 1 ; 5
155 6 2 ; 205 Filler 255 8 1 5
156 7 6 ; 206 2 6 4 256 5 ; 4
157 6 ; ; 207 Filler 257 8 2 5
158 8 1 4 208 ; 1 4 258 2 1 6
159 5 1 ; 209 Filler 259 8 ; 5
160 8 2 4 210 7 6 4 260 5 4 4
161 8 6 ; 211 Filler 261 8 " 5
162 8 ; 4 212 4 1 4 262 7 6 5
16; 5 2 ; 21; Filler 26; 8 5 5
164 8 4 4 214 Filler 264 5 5 4
165 1 4 4 215 ; 2 4 265 1 4 5
166 8 5 4 216 Filler 266 6 1 4
167 5 ; ; 217 Filler 267 Filler
168 6 4 ; 218 Filler 268 6 2 4
169 2 1 4 219 4 2 4 269 2 2 6
170 Filler 220 Filler 270 6 3 4
171 5 4 ; 221 Filler 271 Filler
172 Filler 222 ; ; 4 272 ; 1 5
17; Filler 22; Filler 27; Filler
174 Filler 224 4 1 5 274 8 6 5
175 5 5 ; 225 Filler 275 5 6 4
176 1 5 4 226 4 ; 4 276 1 5 5
177 8 6 4 227 Filler 277 1 1 6
178 Filler 228 4 4 4 278 Filler
:1.79 6 5 ; 229 ; 4 4 279 ;- 2 5
180 2 2 4 2;0 4 5 4 280 2 ; 6
181 7 1 4 2;1 4 2 5 281 6 4 4
182 Filler 2;2 1 1 5 282 2 4 6
18; 7 2 4 2;; 7 1 5 28; Filler
184 Filler 2;4 Filler 284 2 5 6
185 7 ; 4 2;5 7 2 5 285 Filler
186 5 6 ; 2;6 ; 5 4 286 ; ; 5
187 1 6 4 2;7 7 ; 5 287 1 6 5
188 Filler 2;8 4 ; 5 288 1 2 6
189 Filler 2;9 Filler 289 Filler
190 6 6 ; 240 4 4 5 290 5 1 5
191 2 ; 4 241 4 6 4 291 Filler
192 7 4 4 242 4 5 5 292 6 5 4
19; a 4 4 24; 1 2 5 29; ; 4 5
194 Filler 244 7 4 5 294 5 2 5
195 2 5 4 245 Filler 295 2 6 6
196 Filler 246 Filler 296 Filler
197 Filler 247 ; 6 4 297 Fillar
198 Filler 248 5 1 4 298 5 ; 5
199 7 5 4 249 Filler 299 1 ; .6
200 Filler 250 Filler ;00 ; 5 5

82



l':REflEN1EATION SEQ1lEl'lCE FOR EXPERIMENT I (cont. )

Exp lag Item Rep- Exp lag Item Rep-
pres sequence pres lica... pres sequence pres liea.-
No. No. No:" t10n No. No. No. tion

~O~ ~ ~ 6 ~5~ 6 2 6
~O2 5 4 5 ~52 7 6 6
~O~ 6 6 4 ~5~ 6 ~ 6
~o4 Fil.ler ~54 5 5 6
~O5 Filler ~55 2 2 5
~o6 5 5 5 ~56 Filler
~O7 FllJ.er ~57 Filler
~O8 ~ 2 6 ~58 6 4 5
~O9 Filler ~59 Filler
~~O ~ 4 6 ~60 Filler
~U ~ 6 5 ~6~ Filler
~~ 8 ~ 6 ~62 Filler
~~~ Filler 36~ Filler
~~4 8 2 6 ~64 6 4 6
~~5 ~ ~ 6 365 5 '6 6
~~6 8 ~ 6 ~66 2 ~ 5
~~7 5 6 5 367 Filler
~~8 8 4 6 ~68 2 4 5
~~9 4 ~ 6 ~69 6 5 5
~20 8 5 6 ~70 2 5 5
~2~ ~ 5 6 ~7~ Filler
~22 ~ 4 6 ~72 Filler
~2~ 7 ~ 6 ~7~ Filler
~24 Fi11er ~74 Filler
~25 7 2 6 ~75 6 5 6
~26 4 2 6 ~76 Filler
~27 7 ~ 6 ~77 Filler
~28 Filler ~78 Filler
~29 ~ 5 6 ~79 Filler
~~O Filler ~80 6 6 5
~~~ 8 6 6 .~8~ 2 6 5
"2 ~ 6 6 ~82 Filler
~~~ 4 ~ 6 ~8~ Filler
~~4 7 4 6 %4 Filler
~~5 4 4 6 ~85 Filler
~~6 Filler ~86 6 6 6
~~7 4 5 6 ~87 Filler
~~8 5 ~ 6 ~ Filler
~;9 Filler ~89 Filler
~40 ~ 6 6 ~90 Filler
~4~ 7 5 6 ~9~ Filler
~42 5 2 6 ~92 Filler
~4~ 6 1 5 ~9~ Filler
~44 2 ~ 5 ~94 Filler
~45 6 2 5 ~95 Filler
~46 5 ~ 6 ~96 Filler
~47 6 ~ 5
~48 4 6 6
~49 6 ~ 6
~50 5 4 6



APPENDIX B

SET OF eve's USED IN PRESENT EXPERIMENTS

llER KAQ VAll

llEX KEll VEB

BIP KEZ VEC

llOF KIF VID

llUlI JaG VUM

BUW KUH VUP

CEF MAF WAJ

CEK MER WIJ

CIW MEV WOO

COJ MIP WOY

CUJ MOJ WUB

cux MIJB wuv

FAJ PAF XAB

FEP PER KAL

FIW PEZ XEF

FOR pm JIET

FOQ PlY XUR

FUP PlJY XUY

GAll: QAP YAV

GEJ QEG YEJ

GIC QIR YEQ

oIW QlY YIL

GOQ QOM YOF

GUll QOL YUO

JAT TAF ZAV

JEY TEV ZER

JlJJ TIW ZIN

JOM TOJ zoe

JUC TUD Z1JK

JUX TUZ zus
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APPRNDIX C

LEARlUNG CURVES FOR EACH REPLICATION IN EJCPERIMENT I*

1st Replication 4th ~eplication

Trial No.
Seq. No.

1

2

3

4

5

6

7

8

1

·72

.64

.64

.52

·90

.66

.76

.76

2

.46

.26

.20

.46

.14

.36

.34

.14

.26

.24

.10

.10

.08

4

.28

.08

.10

.20

.08

.30

.30

.06

5

.22

.04

.10

.14

.14

.20

.24

.02

6

.14

.14

.16

.20

.14

.16

.22

.14

Trial No.
Seq. No.

1

2

3

4

5

6

7

8

1

.60

.52

.62

.76

.64

.68

.74

.66

2

.40

.24

.36

.36

.26

.08

.16

.10

3 4

.20 .16

.14 .02

.26 .16

.14 .04

.18 .12

.10 .14

.08 .14

.10 .02

5

.12

o

.04

.04

.04

.16

.08

.04

6

.08

.10

.02

.08

.16

.04

.14

.10

2nd Replication 5th Replication

Trial No.
Seq. No.

1

2

4

5

6

7

8

1

.68

.74

.76

2

.34

.26

.14

~18

.24

.30

.22

.16

.18

.14

.10

4

.16

.04

.18

.06

.18

.32

.12

o

5

.12

.04

.10

.08

o

•24

.08

.04

6

.10

.14

.14

.10

.12

.14

Trial No.
Seq. No.

1

2

3

4

5

6

7

8

1

.80

·70

.68

.74

·70

.74

.54

.68

2

.30

.28

.30

.34

.24

.04

.12

.12

3 4

.16 .06

.14 .08

.14 .08

.10 .12

.08 .08

.08 .28

.04 .14

.06 .04

5

.08

.06

.06

.02

.10

.12

.08

.02

6

.04

.06

.08

.08

.08

.16 .

.06

.06

3rd Replication 6th Replication

Trial No.
Seq. No.

1

2

3

4

5

6

7

8

1

.62

.70

.46

.66

.78

.58

.68

.90

2

.34

.24

.20

.28

.16

.12

.16

.20

.16

.22

.16

.10

.08

.06

.04

.12

4

.14

.06

.12

.02

.06

.14

.16

.02

5

.02

.08

.04

.08

.12

.14

.02

6

.12

.14

.10

.10

Trial No.
Seq. No.

1

2

3

4

5

6

7

8

1

.66

.66

.60

.60

.48

.80

.66

.60

2

.26

.28

.24

.28

.22

.12

.08

.20

.22

.14

.14

.18

.16

.04

.08

.04

4

.12

.06

.16

.06

.12

.16

.10

.06

5

.10

.04

.10

.02

.14

.06

.08

.02

6

.16

.10

.08

.06

.18

.06

.08

.12

* Each proportion in the table is based on 50 points.



DISTRIBUTION OF TUPLES OF ERRORS AND SUCCESSES FOR EXPERIMENT 1*

Trials 1-6 Lag Sequences Trials 1-6 Lag Sequences

1231,56 1 2 3 I, 5 6 7 8 1231,56 1 2 3 I, 5 6 7 8
000000 51 61 70 68 57 68 61, 68 100000 103 110 105 103 138 119 123 1l,6
000001 0 2 3 0 5 1 2 I, 100001 1 6 3 3 6 5 7 11,
000010 1 0 3 0 2 I, 2 1 100010 I, 0 2 0 0 6 3 2
000011 0 0 1 0 0 1 0 0 100011 3 2 0 1 1 I, 5 1
000100 0 2 3 1 3 7 3 0 100100 7 0 6 1 5 12 8 2
000101 0 0 0 0 1 1 0 0 100101 0 0 0 2 0 I, 1 0
000110 1 0 0 0 1 2 1 0 100110 0 0 1 0 0 I, 2 0
000111 0 0 1 1 Q 2 0 0 100111 1 0 0 0 ·1 2 I, 0
001000 I, 6 I, I, 2 0 2 2 101000 11 13 7 10 3 I, 6 12
001001 2 3 1 0 1 0 0 0 101001 0 2 1 0 1 0 1 0
001010 2 0 0 0 1 0 0 0 101010 0 0 0 1 2 0 0 0

~
001011 0 0 0 0 0 0 0 0 101011 0 0 0 0 2 0 0 0
001100 2 0 2 0 0 0 1 0 101100 2 0 1 1 5 0 1 2

CD 001101 0 1 0 0 1 0 0 0 101101 1 1 0 0 0 1 0 1 §0\
001110 0 0 0 0 0 1 0 0 101110 0 0 3 0 0 3 1 0
001111 0 1 0 1 0 1 0 0 10111l 2 1 1 1 0 3 1 0 ~
010000 16 12 10 17 7 2 7 5 110000 31 31, 21 35 18 7 21 18 t:J
010001 0 2 0 I, 0 0 3 3 110001 3 3 3 6 I, 2 0 5
010010 0 0 0 0 0 2 0 0 110010 I, 0 1 0 1 3 2 1
010011 0 0 0 0 1 0 1 1 110011 0 0 2 0 2 1 2 1
010100 3 1 1 3 0 2 1 0 110100 1 2 3 3 2 I, 6 1
010101 1 1 0 0 0 0 1 0 110101 3 1 1 1 3 2 3 1
010110 0 0 1 0 1 1 1 0 110110 0 0 2 0 0 1 2 1
010111 1 0 0 0 0 1 0 0 110111 1 0 0 1 0 2 1 0
011000 2 5 6 5 2 2 0 3 111000 9 13 10 8 6 2 0 1
011001 0 0 2 1 0 0 0 1 111001 2 6 2 2 3 0 0 1
011010 3 1 0 1 0 0 0 0 111010 0 1 0 1 3 0 0 0
011011 1 1 1 0 0 0 0 0 111011 1 0 1 5 0 0 1 0
011100 1 2 2 0 1 1 1 0 111100 3 1 I, 2 0 6 2 2
011101 0 0 0 2 0 1 0 0 111101 3 0 I, 1 1 2 1 0
011110 3 1 1 3 0 0 1 0 111110 I, 1 2 0 1 1 2 0
011111 2 1 0 0 1 0 2 0 111111 I, 0 0 1 5 0 1 0

* A 0 represents a correct response, a 1 an error



APPENDIX E

PRESENTATION SEQUENCE FOR EXPERIMENT II

EXI' lag Item Rep- EXI' lag Item Rep- EXI' lag Item Rep-
pres seq.uence pres lica- pres sequence pres 1100- pres sequence pres lica-
No. No. No. tion No. No~ No. tion No. No. No. tion

1 10 1 1 51 18 3 1 101 19 2 3
2 9 1 1 52 9 1 2 102 13 2 2
3 10 2 1 53 Filler 103 19 3 3
4 Filler 54 Filler 104 11 4 2
5 10 3 1 55 Filler 105 15 4 2
6 Filler 56 17 1 2 106 16 4 2
7 10 4 1 57 Filler 107 Filler
8 Filler 58 Filler 108 10 1 2
9 10 5 1 59 16 4 1 109 Filler

10 Filler 60 11 5 1 110 10 2 2
11 15 1 1 61 13 3 1 III 17 4 2
12 Filler 62 14 1 2 112 10 3 2
13 9 2 1 63 9 2 2 113 13 3 2
14 17 1 1 64 14 2 2 114 10 4 3
15 14 1 1 65 19 4 1 115 11 5 2
16 11 1 1 66 14 3 2 116 10 5 2
17 14 2 1 67 17 2" 2 117 12 1 1
18 Filler 68 14 4 2 118 Filler
19 14 3 1 69 17 4 1 119 12 2 1
20 Filler 70 14 5 2 120 18 1 2
21 14 4 1 71 11 6 2 121 12 3 1
22 15 2 1 72 13 4 1 122 11 1 3
23 14 5 1 73 14 6 2 123 12 4 1
24 9 3 1 74 9 3 2 124 13 4 2
25 17 2 1 75 Filler 125 12 5 1
26 14 6 1 76 15 1 2 126 Filler
27 11 2 1 77 11 1 1 127 ·18 2 2
28 19 1 1 78 17 3 2 128 Filler
29 Filler 79 9 6 1 129 9 6 2
30 19 2 1 80 19 4 2 130 Filler
31 Filler 81 16 1 2 131 Filler
32 19 3 1 82 11 2 2 132 11 2 2
33 15 3 1 83 13 5 1 133 11 6 3
34 16 1 1 84 18 4 1 134 18 3 2
35 9 4 1 85 9 4 2 135 13 5 2
36 17 3 1 86 13 6 1 136 19 4 3
37 18 1 1 87 15 2 2 137 14 1 3
38 11 3 1 88 16 2 2 138 13 6 2
39 13 1 1 89 Filler 139 14 2 3
40 15 4 1 90 Filler 140 9 1 3
41 16 2 1 91 13 1 2 141 14 3 3
42 10 6 1 92 Filler 142 12 6 1
43 19 1 2 93 11 3 2 143 14 4 3
44 18 2 1 94 Filler 144 11 3 3
45 19 2 2 95 16 3 2 145 14 5 3
46 9 5 1 96 9 5 2 146 18 1 3
47 19 3 2 97 Filler 147 Filler
48 16 3 1 98 15 3 2 148 14 6 3
49 11 4 1 99 19 1 3 149 10 6 2
50 13 2 1 100 Filler 150 10 1 3



PRESENTATION SEQUENCE FOR EXPERIMENT II (canto)

Exp lag Item Rep- Exp lag Item Rep- Exp lag Item Rep-
pres sequence pres lica- pres sequence pres lica- pres sequence pres lica-
No. No. No. tion No. No. No. tion No. No. No. tion

151 9 2 '5 201 1'5 5 '5 251 Filler
'152 10 2 '5 202 Filler 252 12 2 '5
15'5 18 2 '5 20'5 15 '5 '5 25'5 15 2 4
154 10 '5 '5 204 1'5 6 '5 254 12 '5 '5
155 11 4 '5 205 Filler 255 9 1 5
156 10 4 '5 206 Filler 256 12 4 '5
157 l'5 1 '5 207 Filler 257 9 '5 4
158 10 5 '5 208 Filler 258 12 5 '5
159 Filler 209 11 '5 4 259 19 1 5
160 18 '5 '5 210 15 4 '5 260 Filler
161 Filler 211 17 '5 4 261 19 2 5
162 9 '5 '5 212 19 1 4 262 Filler
16'5 16 1 '5 21'5 Filler 26'5 19 '5 5
164 17 1 '5 214 19 2 4 264 15 '5 4
165 Filler 215 Filler 265 Filler
166 11 5 '5 216 19 '5 4 266 9 2 5
167 18 4 2 217 9 6 '5 267 Filler
168 1'5 2 '5 218 Filler 268 9 4 4
169 Filler 219 17 4 '5 269 Filler
170 16 2 '5 220 11 4 4 270 12 1 4
171 Filler 221 14 1 4 271 15 4 4
172 Filler 222 Filler 272 12 2 4
17'5 9 4 '5 22'5 14 2 4 27'5 18 4 4
174 12 1 2 224 Filler 274 12 '5 4
175 17 2 '5 225 14 '5 4 275 12 6 '5
176 12 2 2 226 18 1 4 276 12 4 4
177 16 '5 '5 227 14 4 4 277 9 '5 5
178 12 '5 2 228 Filler 278 12- 5 4
179 1'5 '5 '5 229 14 5 4 279 9 5 4
180 12 4 2 2'50 Filler 280 10 6 4
181 15 1 '5 2'51 11 5 4 281 15 1 5
182 12 5 2 2'52 14 6 4 282 Filler
18'5 11 6 '5 2'5'5 18 2 4 28'5 16 1 4
184 9 5 '5 2'54 Filler 284 Filler
185 Filler 2'55 9 1 4 285 10 1 5
186 17 '5 '5 2'56 Filler 286 Filler
187 11 1 4 2'57 Filler 287 10 2 5
188 16 4 '5 2'58 Filler 288 9 4 5
189 17 1 4 2'59 10 1 4 289 10 '5 5
190 1'5 4 '5 240 18 '5 4 290 16 2 4
191 10 6 '5 241 10 2 4 291 10 4 5
192 15 2 '5 242 15 1 4 292 15 2 5
19'5 18 4 '5 24'5 10 '5 4 29'5 10 5 5
194 Filler 244 17 4 4 294 1'5 1 5
195 Filler 245 10 4 4 295 12 6 4
196 Filler 246 9 2 4 296 19 4 5
197 Filler 247 10 5 4 297 16 '5 4
198 11 2 4 248 11 6 4 298 Filler
199 12 6 2 249 19 4 4 299 9 5 5
200 17 2 4 250 12 1 '5 '500 18 1 5
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PRESEN1'ATION SEQUENCE FOR EJCPERIMENT II (cant, )

Exp lag Item Rep- Exp lag Item Rep-
pres seq.uence pres lica- pres sequence pres lica-
No. No. No. tion No. No. No. tion

,01 Filler '51 11 4 5
'02 Filler '52 Filler
,0, 15 , 5 '5' 15 1 4
,04 Filler '54 Filler
'05 15 2 5 '55 16 4 5
,06 Filler '56 17 , 5
,07 18 2 5 '57 Filler
,OS 16 4 4 '58 Filler
,09 14 1 5 '59 Filler
,10 15 4 5 ,60 Filler
,11 14 2 5 561 Filler
,12 9 6 4 ,62 11 5 5
,1, 14 , 5 56, 12 1 5
,14 18 , 5 ,64 1, 2 4
,15 14 4 5 565 12 2 5
'16 1, , 5 566 Filler
,17 14 5 5 567 12 , 5
,18 11 1 5 ,68 Filler
'19 Filler 569 12 4 5
,20 14 6 5 '70 Filler
,21 Filler '71 12 5 5
,22 Filler '72 Filler
,2, Filler '7 Filler
,24 Filler '74 Filler
,25 Filler '75 13 3 4
326 10 6 5 376 Filler
327 13 4 5 377 Filler
328 Filler ,78 Filler
329 11 2 5 379 11 6 5
330 16 1 5 380 Filler
331 Filler 381 Filler
332 9 G 5 382 Filler
33'3 Filler ,8, Filler
334 17 1 5 ,84 Filler
335 Filler ,85 Filler
336 Filler ,86 13 4 4

§§~ 16 2 5 §~
Filler

13 5 5 12 6 5
339 Filler 389 17 4 5,40 11 3 5 390 Filler
341 13 6 5 391 Filler
,42 Filler 392 Filler
343 Filler 39' Filler
344 16 3 5 394 Filler
345 17 2 5 395 Filler
,46 Filler 396 Filler
347 18 4 5 397 13 5 4
348 Filler 398 Filler
349 Filler 399 Filler
350 Filler 400 13 6 4



APPENDIX F

PROPORTION ERRORS PER TRIAL FOR EACH REPLICATION IN EXPERThlENT II*

1st Replication 3rd Replication

Trial No.
Seq. No.

9

10

11

12

13

14

15

16

17

18

19

1

.44

.83

.33

.61

2

.67

.44

.44

.28

.61

.39

.89

.72

·39

·39

.28

3

.17

.33

.28

.06

.17

.28

·50

.28

.17

.11

.11

4

.11

·33

.44

o

·39

.11

.28

·33

·39

.56

.33

5

.11

.06

.11

o
.22·

.06

6

.06

.44

.22

·56

.17

o

Trial No.
Seq. No.

9

10

11

12

13

14

15

16

17

18

19

1

.89

·56

·50

.67

.67

.78

.61

·50

.83

.67

·56

2

·50

.11

·33

.28

.22

o

·56

.67

.44

.44

o

3

.44

.17

.56

o

.28

.06

·50

·33

.22

.28

.11

4

.28

.11

.11

.06

.11

o

.22

.33

.39

.39

·39

5

.17

.06

.06

.06

.22

o

6

.33

·56

.11

.06

.17

.06

2nd Replication 4th Replication

Trial No.
Seq. No.

9

10

11

12

13

14

15

16

17

18

19

1

·72

·50

.56

.83

.72

.78

.83

.67

.83

2

.22

.44

.22

.44

.39

'56

.28

.33

.22

.22

.28

.06

.33

.22

.17

.17

.39

.33

.28

.06

.11

4

.22

.06

.28

.11

.06

o

.06

.28

.33

.50

.28

5

.06

o

.17

o

.11

o

6

.28

.22

.06

.33

.06

.11

Trial No.
Seq. No.

9

10

11

12

13

14

15

16

17

18

19

1

.78

.72

.67

.56

.72

.83

.83

·56

.78

·50

.61

2

.56

.28

.44

.28

.39

.17

.28

.28

.39

.28

.17

3

.39

o

·33

.28

.17

.17

.17

.17

.44

.22

.28

4

.22

.06

.17

o

.17

o

.11

.28

.44

.22

.67

5

.11

.17

.22

o

.11

.06

6

.28

.39

.11

.33

·17

.17

5th Replication

Trial No.
Seq. No.

9

10

11

12

13

14

1

•28

.39

.44

.61,

.67

·56

2

.39

.33

.17

.22

.39

.06

3

.39

.11

.11

.22

o

4

.33

.06

.28

o

.33

o

5

.06

o

.17

.06

.17

.06

6

.11

.33

.11

.06

.06

o

Trial No.
Seq. No .
15

16

17

18

19

1

.61

.72

.78

.78

.83

2

.33

.33

.33

.22

o

3

.28

.17

.17

.17

o

4

.17

.17

.33

.11

.28

*Each proportion in this table is based on .18 points.
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Appendix G

PROOF OF ISOMORPHISM OF LEARNING CURVES

FOR LARGE N* FLUCTUATION MODEL (LNF)

AND MODIFIED GFT WITH b = 0

Theorem: The learning curves for the LNF and the modified GFT,

b = 0, are identical.

Proof: The proof is inductive. First is must be shown that the proba-

bility of an error in trial n (E (n) ) is the same for both models for

n = 1 and n 2. Then it need only be shown that E(n+2) for both

models depends on the same function of E(n+l) and E(n) . First, for

the modified GFT, it is clear from equation 4.1 that

E(n) = (l-g)F(n)1 •

Further from equation 5.1 it follows that for the LNF

E(n) AU(n)
p

the proportion of available items which are unconditioned. From the

fact that F(l) = 1 it follows that

E(l) = (l-g) .

The start vector for the LNF given on page 74 implies that

AU(l) = (l-g)'p, hence for the LNF

E (1)
(l-g) .p

=
p

(I-g) .

I F(n) represents the probability of being in state F on trial n. The
analogous notation is used for the states of the models throughout this
proof.
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Thus the two models predict the same values for E(l).

Now for the modified GFT we see that

t
l

F(2) = (l-y) + (l-a)Y(l-e ),

where lag(i) = t .• This implies
l

(A.l)
t

l
E(2) = (l-g) (l-y) + (l-a)y(l-e )1

For the LNF, given by equation 5.1,

t
l

t.
AU(2) = AU(l)(l-a)(l - (l-p)(l-w )J + UU(l)p(l-w l)

Substituting for AU(l) and UU(l), the appropriate values from the

start vector on page 74 we get

t
l

t
l

AU(2) =(l-g)p[(l-a) - (l-a)(l-p)(l-w ) + (l-p)(l-w )]

Dividing both sides by E and simplifying,

(A.2) E(2)
t

l= (l-g)(l-a) + (l-p)a(l-w )J

Hence, if r of the GFT is set equal to ~ of the LNF, if a

of the GFT equals E of the LNF, and if ~ equals ~, the equations

A.l and A.2 are identical. This implies that the LNF and modified

GFT h"ve the same value of E(2).

Now from equation 4.1 for the modified GFT we see that, if b = 0,

t t
(A.3) F(n+l) = (l-Y) + Y(l-a)(l-e n)}F(n) + (l-e n)S(n)

Furthermore,

t
S(n+l) = y(l-a)e n F(n)
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From A,3 we get

t
Sen) = F(n+l)-F(n)o{(H')+rp.-a)(l-e n)}

t
l-e n

Substituting into A,4

. t

F(n+2)-F(n+lH(I-~)+Y(I-a)(1-S n+l)} = Y(l_a)stn F(n)

l-S n+J,

t t
S n(F(n+I)-F(n)(I-Y)+Y(I-a)(I-e n)]]

+ t
l-e n

Combining terms and simplifying,

F(n+2) = F(n+l) [. (I~Y) + r(l~a) + et: J- /: 'F(n)

l-S n+l l-S n l-S n

t t
[r(l-a)(l-S n) _ r(l-a){J,-S n) + (l-r)]

which equals

F(n+l) [ (l~r) + r(l-a)

l-S n+l

t
e n(l_r)

t
I_en

Multiplying both sides of the equation by (I-g) we get

(A,5) E(n+2) = E(n+l) 0 [ (l~r) + r(l-a) + St: J-:E(n)

l-S n+l l-S n

t
e n(I_Y)

t
l-S n

Now We want the analogous difference equation for the LNF, We

know that

t t
(Ao6) AU(n+l) ~ AU(n) (I-a) (l-(l-p)(l-w n)] + UU(n)p(l~w il) ,
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and

t t
(A.7)-UU{n+l) = AU(h)(l-a)(l-p)(l-w n) + UU(n)[l_p(l~wn)]

Solving for UU(n) in A.6 we get

t
UU(n) = AU(n+I)-AU(n)·(I-a)·(I-(I-p)(I-w n)]

t
p(l-w n)

Substituting into A.7,

t+l
AU(n+2)-AU(n+I)(I-a)'[I-(I-p)(I-w n )]

t
p(l-w n+l)

t t t
_ (l-a)(l-p)(l-w n)'AU(n)+[AU(n+l)-AU(n)'(I-a)(l-(l-p)(I-w n)}][l_p(l_w n)]
- t

p(l-w n)

Combining terms and simplifying,

AU(o",) ~ AU(o") (';") ~ (,~.)(,-,) • --'c- -]
(l-w n+l) l-w n J

t t t 2
AU(n) [(I-a) _ (l-a)(l-p)(l-w n) _ (l-a)p(l-w n) + (l-a)(l-p)p(l-w n)

t
(l-w n)

t 2
_ (l-a)(l-p)p(l-w n) ] ,

which equals

AU(n+l) [ (l~a)
(l-w n+l)

+ a(l-p) + w

t

:
n
]_

l-w

AU(n)
t

(l-w n)

t
[(l-a)[l-(l-w n)]J.

Dividing both sides by p then we get
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(A,8) E(n+2) = E(n+l) [(l~a) + a(l--p} + wt: J-E(n}
(l-w n+l). l-w n

t
(l-a)w n

t
l-w n

A comparison between e~uations A,8 and A,5 indicates that they are the

same difference e~uation,
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