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Figure 8b, Recognition-Confusion and Signal Detectability One-Parameter ROC_Cufves for Group 2-



Table 5
Sum of Sguared Deviaticns for the

Straight Line and Curvilinear Fits.

Group 1 Group 2

Curvi-" Strzight Curvi- Straight

Subjeet  linear Line linear Iine
1 .008 .01.0 .008 .006
2. .001 006 .002 .003
3 .005 006 _ .008 - .009
Y .002 .000 .603_ .QC6
5 .oie .010 . 007 006
6 .010 .002 .024 .628
7 .001L - .001 .002 .002
8 .002 .00L .605 .018
9 .003 .00l .002 012

10 002 015 .001 .008

11 006 .009 .010 .039

12 002 .003 .002 .006
.Averages -00k5 .0057. .0C60 L0119
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better for a majority of subjecfs in Group 2. In fact, a palred thest
showed a significant difference in the two types of it for Group 2 but not
for Group 1 (P = ,05). This is scmewhat surprising in view of the finding
thet the sensitivity index was significantly largey for the middle cues in
“Group 1 but not in Group 2: larger o values for the middle cues would be'
expected to enhance the appearance of curvilinearity in the ROC space. A
straight line of slope greater than one would probably do much better for
several of the subjects (subjects 8, 9, 10, 1l especially) in Group 1 than

does the straight line of slope one.

Latencies
Figure O presents the mean latencies plotted against ¥  for the
two groups. There are several aspects of these data which bear comment.
The latenciés seem to differ éccording to which stimulus type was

dispiayed; and there is a crossover of the Sl and 82 latencies,

with the- Sl latencies being longer than the 82 latencies when 7 < %

and shorter than the S latencies when 7y > %. The latencies conditional

2

on the response made by'thé subject also show a crossover: the Al_ la-

tencies are longer than the A2 laﬁencies when 7 < % and shorter than

the A, latencies when ¥ > 3.

Conditionalizing on the joint event of an AiSj - reveals a Cross-

over effect of the type noted for the Ai

correct and incorrect responses. The fact that the AJS? and Agsl

latencies follow the same general form as the Al and A2 latencies

and Sj latencies, both for

respectively, suggests the possibility that the differential stimulus

effect is low on incorrect trials.
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o

Correét responses are associated with shorter fesponée times on the
average in these data for both groups, but the overall average latencies
eppear to be longer when 7 > % for Group 2, with no appreciable difference
.evident for Group 1.

Finally, tﬁerﬁembers of Group 2 seem to have responded more slowly
on the whole thaen did those of Group i, but the difference was non-
significant according to an independent t-test.

Confidence Ratings

" Figure 10 presents P(AlISl) and P(A1|82) zs functions of the
confidence rating, where CRk refers to confidence rating number k.
It will be recalled that there were four confidence ratings with CRl
representing the most confident response possible, rgnging down to CR#
as the confidence rating the subject was instructed to give when he felt -
he was guessing at random. The major effect to be nbted is a general
regressicn of P(Allsl) and P(Allse) towerd 4 as the confidence rat-
.ipg went'from L to 3; at CR& there is an increase or decreasse in the
proportion of Al responses made independent of whether an S or an

1
82 was presented. If ¥y > %, the proportion of Al responses incfease& ‘
given CRM; and if ¥y < %, the proportion of Al responses decreased
given CRM' Thus we might infer that thelsubjects were able to grade their
performance in an effective manner employing CRl, CR2, and CR5 to
rank their accuracy in deciéions that were made on & sensory basis. Per-
- formance on CRH’ on the other hand, appears to reflect the sﬁbjects'

regponse blases. Although behavior in Groups 1 znd 2 was highly similar,

Group 2 seemg to0 have used CR

5 in a way. slightly different than did

Group 1. A slight increase in the A2 bias seems to oceur in Group 2
iven CR_.
give 5
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THEORETICAL ANALYSIS

In fhis section,.several cases of the general recognition—confusioﬁ
model described.earlier will be applied to the ROC data with the aim of
-specifying those models that correspond with the present experiment.

First, Cases 1 and 2 as developed eariier (page 17) will be tested against
the data and compared with one anpther as to goodness of fit. Then, one.

of these cases will be employed to investigate whether the result P(Al) £
seemé to foliow from an asymmetry in confusability cr an asymmetry in the
guessing bias. TFinally to be considered are two cases that assume, in
contrast to Cases 1 and 2, thét either the signals are confﬁsed with one
another, or with the nolse symbols, rather than assuming that the noise

symbols are confused with the signals.

Case 1 and Case 2

Since Cases 1 and 2 were derived 1n detaill earlier, it will suffice
here to present thedlr asscclated actlivation matrices. The activation

matrix for Case 1 1s

5 ) 55
ZO u (1-u)s (1-u):
Ni = Zl | 0 1 0 3
Z2 0 o 1

Gl



and that for Case 2 1is

% L %
2l v b (et
Ni = Zl G 1 0] .
Z2 5 O 0 1 ]

Each of the tvé models has ;ix free parameters:; the actlvation
parameter, u or v; the sample size @; the four bias parameters,
85 ga, g5, and 8, - The method of estimation for each subject con-
sisted of consecutively setting 4 egual to 1, 2, 2, ... , 15, 16;
for each of these d values the sensitivity index, a function of u
(Case 1) or v (Case 2) and. d, was set equal to the intercept of
the straight line obtained,by orthogonal regression and the resultant
"equation" solved for U or v. For some values of d, the only so-
lutiori to the equation was & u or v greater than one; when this
occurred, the parameter u or v was sef equal to 1. TNext, the guess-
ing bias for each of the four points in the ROC space was obtained from
the expression for P(Allch) (involving u'or v, g, and d and the
observed value for this quantity.‘ The six estimated parameters were then
used to predict P(Allse) and P(Ailsl) for the four cues after which
the sum of the squared.uevmtlonu of the observed points from the predic-

ted points was calculated: Zf[[P(t)(AIIS (0)( ISECh)]
h=1

(t) (o)
[P (Al]slch) - P (Al[slch)] ] where t refers to the theoretical or
predicted value and o to the observed value. Thus, for each value of

d from.1 to 16, values of the other five parameters were obtained and
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used to provide a fit to the four points in the ROC space. = After this
was accompllshed for each value of d, that set of parameter values
that yielded a minimum sum of squared deviatioms of predicted from ob-
served points was selected. |

Tables 6 and 7 present means and standard errors for the estimated
parameters, for the predicted and observed coordinates in the ROC' space .
- and Tor the sum of the squared deviations of the'predicted from the ob-
served points. ' The fits ggr Groupé 1 and 2 are presented separately.

" The most striking feature of these data is that Cases 1 and 2 -
essentlally reduce to the same model. ‘That is, when u =V = 1, Ni
becomes the identity métrix and the two cases are equivalent. Only
three subjects out of.twelve in Group 1 and two out of twelve in Group 2
had w # 1. These a values were .9k, .96, and .97 for the Group 1 sub-
jects and .98 for both the subjects in Group 2. Estimated v values
were 1 for all tweive subjects in each group. Under the assumptions df
the model, this result implies that there was a negllgible amount of
confusion of the noise‘symbols with the signals.

A second interesting result is that the estimates of the blas para-
meters reflect much more strongly thﬁn did P(Al) (averagéd over subjects
in.each group) the apparent tgndency t0 respond A2 more often than Alf

Since for this analysis P(Allse) and P(AiISl) _reduce to

It

(1-0)g ,

P(51‘Se)

g + (1-9)g )

P(4[8,)

where @ = d/D, the difference in P(Ai), correspondlng to a difference
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in the guessing bias of g, - g,, is Pl(Al) - PE(AI) = (l-U)-(gl-gE).
Hence, an attenuated differerice in P(Al) is expected.

Tables 6a and Ta indicate that the Cl and Cu points were fit some-
what better than the 02 and 05 points. Finally, it is interesting that

the standard errors of the observed points are closely approximated by the

standard errors of the predicted points (Tables 6b, Tb).

Casge la and Case 1b

The result (gl + g, +.g3 + gu)/H < % may foliow from an assymmetry
in response bias or it may be due to the noise symbels being more essily
confusable with 69 than with (EL Since Cases 1 and 2 fit equally well,
the simpler Case 1 will be used here to investigate whether either of the
two hypotheses (response. bias vs. confusability) is favored over the other.

To evaluate the proposition that there was an asymmetry in confusion,
it was assumed that the subjects' probability matched (gh = yh) but that
q %-%, i.¢., that the likelinood of confusing a noise symbol with signali
symbol Zl,(IZ was not the same as the likelihood of confusing a noise
symbol with signal symbol ZE,EB. Three parameters then remained to be
estimated: d, v, and gq. This model will be denoted Case la. Its ac-

tivation matrix is

S0 ! fo

Zy | v (l-u)g (1-u)(1l-q)
N,o= % o. 1 o )
7, __o 0 1 ]

A model that will be referred to as Case 1lb was used to cbtain a fit

under the hypothesis that an asymmetry existed in the efficacy of El and

B Bmploying the simple linear model on the guessing bias:

"
&
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Table 6a.
Means Associated with Case 1 and Case 2

Fits to ROC Data for Group 1.

Parameters
Ca u g8 & 8 gu
Case 1 6.667 .988 .702 .516 .228 191
Case 2 6.417 1.000 .679 .559 .264 .196

ROC Points and Goodness-of-Fit Messure

| o) | c, c; C,
P(a]s,) P(als) P(als)) Rlals) Bals) R(als) pals,) 2(a]s) Z(oev)®
Case 1 3T .837 L340 - .T55 163 .576 .133 -533 .008
Case 2 1436 .837 .349 750 L169 - .570 132 533 .OQS

Observed 431 829 . .318 _".77d .19 §585 135 1025
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Table 6b.

Standard Errors of the Means Associated

with Case 1 and Case 2 Fits to ROC Data for Group 1.

Parameters
d u & &
~ Case 1 1.163 .006 .065 .067

Case 2 1.165 .000 .059 .0O51

&5
o7
.03

ROC Polnts and Goodness-of-Fit Measure

C c ' o

1 2 5
P(als,) B(afs))  P(a]s,) R(als)) P(a]s,)
Case 1 .081 .033 - .065 039 .046
Case 2 081 .03 06k .okl 046
Observed .079 .0%6 .053 .olL .038

P(a [5,)
L049g

.052
.057

.0LO

040

P(a [s,) P(4[s)

040

LObO
.0hz2

Cy

-053

055
.055

S(DEV)2

.002

=002



oL

P(a|8,) P(als)) P(a[s,) B(a]s)) P(als,) P(ajis) P(a]s)) P(4]s))
.869
.866

.865

. Case 1 429
- Case 2 439
. Qbserved 43

C

1

Table Ta.

Means Associated wlth Case 1 and Case 2

Fits to ROC Data for Group 2.

Parameters
d u -8y | g2
Case’l  7.085  .997 .731 .757

Case 2 6.833 1.000 .725 755

ROC Peints and Goodness-of-Fit Measure

02 . 05-

425 .866 070
438 .86k 072
.38% .869 071

112

115

.511
198

.103

111

.070

G715

.071

Cy

-51%
. 500

.502

S(DEY)®
- .020

.021
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Table Tb.
Standard Errors of the Means Associsted

wilth Case 1 and Case 2 Fits to ROC Data for Group 2.

Parametere
d 8 B & &
Case 1 = 1.121 .002 .05k 035 .023 .020

Case 2 1.135 000 053 .035 .035 .020

ROC Points and Goodness-of-Fit Measure

Cl. 02 * 05 " Cu
P(al8,) P(als)) P(a]s,) P(als)) B(Als, P(A]s)) P(alsy) P(afs,)
Case 1 . 067 .020 .060 .023 .019 .063 .07 .060
Case 2 .067 .020 .0fL. . .023 .019 .063 017 .060

Observed .065 .021 Ok 02k .N20 .056 016 .050

s(oEv)2
005

.005



Learning function Stimulus type Feedback Probability

E 14

1,n-1,h 1,n-1,h

_(l_e)gn—l,h + 0 S h

gn,h_(l—el) 5 E 1
8n-1,n P2.n-1,h 2,n-1,h “7h

where n zrefers to trisl number. It can then be shown that

. 'n __n
by (3=, )67/6 7 (17, )9

1lim g
n —x

Hence, rather than estimating- the values separately, we can reduce

&h
the number of parameters to three (d, u, ®) and at the same time obtain
an index of the relative effectiveness of E2 and El (®). In general
we wouid expect to find @ > 1 1in the present data since this inequality
would imply = greater bias for the A2 "response. The activation métrix
for this model is identical toc that of Case 1. |

The method of estimation was similar to that used for Cases 1 and 23

.the only difference was that ¢ and ¢ were estimated for each subject

from expressions containing the overall average {over cues) of P(Al). For

Case la,
4 d
dy d 1 1-u
Y p(alc) - 2[{1- Sh” + = ]
. - 1)L 1'"h D D 1-u
- 3
: 1 - (1-Snd o2 Lu’
- D "D 1-u
and for Case 1lb,
- v3(1- %)
(P:'_Z "l .
Bty 1 ay d 1 1-u" 1.0t
P(A |C )-Z[1-(1-=)u" - = ] -7
1'"ht 2 D D 1l-u h l-u

The results of these fits are presented in Tables 8 and 9 in a
menner comparable to that used for Cases 1 and 2.
2
Table 8 shows a superiority in terms of Z(DEV) of Case la over

Case 1b for Group 1. However, this is offset by the fact thatrone subject
T2



"in Group 1 (subject 5) had to be excluded from the data in Table 8, since
there was no set of parameters satisfying the constraints of probability
measurement that could be estimated for that subject. Also, after subject
5 was deleted, there were still six subjects who were fit better by Case 1b,
as -opposed to five that were fit better by Case la.

Groip 2 subjects (Table 9) are fit better by both models than are
the Group 1 subjects, and further, Case lb fits Group 2 better than Case
la in fterms of Z(DEV)2 and in terms of the number of subjects (excluding
subject 3, who could not be fit with Case la) fit better by Case 1lb (seven
out of eleven). The cbserved averages and standard errors in Tables & ang
9 excluded subjects T and 3 in Grouﬁs 1 and 2, respectively.

The reader should note that, as was expected, the fits were sub-
stantially better when six parameters were estimated from the data (Cases
1 and 2). Also, the average values of ¢ and ¢ .clearly reflect the

asymmetry in P(AllCh).

Case 3 and Case &4

Cases 1 and 2 were based on the prcorosition that confusion occurred
when a ZO Was_processed but not when a signal was processed. In this
section two cases that ineclude an alternative assumption will be investi-
gated; namely, confusion may result from the processing of a signal symbol
but not from the processing of a ncise gymbol. Case 3 posits that pro-
cessing a sigral symbol can lead to an 8q activation but not an activation
of the hypothetical sensory state of the alternative signal. Thus,

0 1 2

Z,4 1 0 o

N, = 2 [1-a a 0
Z, | 1-a 0 a'




Case la
Case 1b

Observed

Table 8a.

_'MEans'Associated with Case ia and Case 1b

Fits to ROC Data for Group 1.

Parameters
| a w9 P g & & g
Case 1a  8.545 .92 .266 750 600 LLOO  .250
Case 1b 6.818 .989 273 567 413 .25k L1530
ROC Points and Goodness-of-Fit MEasufé
| o, C, | c; ¢,
3(A1532) P(A 18.) P(4]8,) P(Ai[Sl) P4 [S,)- P(A1|Sl) P(Al|Sé) 'P(Al
.308 761 .262 716 202 .656 .156 .610
L350 .758 268 675 179 .587 121 529
.388 832 280 761 129 .598 125 545

| s) (pev)?
© .08

".096



al

Case la

Case 1b

- Observed

Table 8b.
Standard Errors of the Means Associated

with Case la and Case 1b Fits to ROC Data for Group 1.

rarameters -
d U ¢ g
- Case 1la 1.269 .030 .063 : 000 .000 .000 .000
Cas= 1b 1.304  .006 ©.522 046 LOM8 .04l 031

ROC Points and Gocdness-of-Flt Measure

Cy

o C, o ' cy
P(all8) Rals) P(a)]8,) B(als) P(alsy) B(als) e(a]s,) B(als)  Hoev)?
057 .029 .050 .033 043 .ol .039
.061. 037  .053 . .OhT .oh2 .056 .031

.079 .0%6 .053. Ol .038 LO57 .02

LOok8 .039
.063 .058
.055
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Table Sa.
Means Associated with Case la and Case 1b

Fits to ROC Data for Group 2.

Parameters

Case la 8.909 .94L8 .305 .750 .90C .100 .250
Case 1b  7.545 .986 3.70 .530 .752 .046 .12h

ROC Points and Goodness-of-Fit Measure

c c C,

1 2 3 % .
P(A1|s2) P(Allsl) P(Alfse) P(Allsl) P(Ai]sg) P(Allsl) P(Allse) P(Allsl) E(D:Ev)2
Case la .303 179 348 825 106 582 151 .628 066
Case lb 312 767 H19 874 .052 .507 .095 .550 .053

~ Observed .386 .85h - .331 861 - LOTh .515  .068 .53%6



L

Case la
Case 1b

Observed

P(Al[SE)

NN
.043
.065

Table 9b.
Standard Errvors of the Means Associated

with Case la and Case 1b Fits to ROC Data for Group 2.

Parameters
Case la 1.195 .01l2 .039 - w000 000 000  .O0Q

Case 1b 1.101 .010 1.22 .045 .O42 .066 .OL5

RCC Points and Goodness-of-Flt Meaéure

C C o

1 2 ‘ 3

P(a]8) P(a]s,) P(Al[Sl) P(4,[8,) P(a[s)) P(Al[se) P(4,]8;)
.02k 052 .020 .O0L7 .053 .021
.029 .056 .022 .615 .061 .016
.021 o .02k .020  .056 .016

Cy

L0L5
.05k

050

(DEv)>
011

-.Cl1



Case 4, on the other hand, supposes that the two signals may be confused

with one another but never with a 2 symbol. In this case,

0
%o 51 2
ZO 1 0 o
Nl = Z1 0 a 1l-a .
Z2 _O lea' a'

Estimation for Case 3 was accomplished by stepping a _from 1 to 16
and for each d setting a = (I/d)-16 unless (I/d)-16 > 1, in which
case a = 1l; I was the intercept of the straight line'(of'slope 1)

obtained by the method of least squares. Then a' was determined from

. 16 P4, |8,
o :EJL )Z 15 P(AlIS )-ad}

and ¢ from

7

- (—lf; Ji-(1-7, )52 - 7, 28] ,
i ~'h : Ja!
- Z ad T 1-y :
b=l Py ley) -7, 18 h

For the ROC analysis a and d are tied together in the expression %%

and a' and d are tled together in the expression %ﬂga We can let

ad/l6 = Ul and a'd/l6 = and argue that in essence, only two psram-

g

2
eters are being estimated here plus one more for the estimate of .
As for Cases 1 and 2, those parameter values that yielded a minimum sum
of deviations of cbserved points from theoretical points were selected
for each subject.

For Case 4, d is again run in steps of 1 from 1 to 16; for each

of these values

Lo A
Y P(Als C ) | > P(A]8,.C.)
= (1. 2116 S RO Sy e e, N
&= I SNSRI BT T 1672 I g -



Here the parameters &, 4 and =a', d are distinct in the expressions for
P(Allse) and P(A1|Sl) and hence are associated with three degrees of

freedom. We therefore set g, = ¥ for this case. Again, those parameter

h
2
values estimated in this manner are selected that minimize E(DEV) .
Tables 10 and 1l give the means and standard errcrs of the parameter
estimates, and the predicted and cbserved points in the ROC space. As

estimated for both groups, @ @ again.reflects the blas to the 4, response,

2
although not so dramatically as in Case lb; this probably results from the
capability of Ul and 02 to reflect the A2 bias. The parameters a
and a' in Case 4 also predict the P(Al) asymmetry, although through
intersignal confusion instead of signal-noise ccnfusion.

Table 12 presents the goodnesgs-of-fit measure for individuéls in the
four conditions. Note that as predicted ecarlier subjects 8, 9, 10 and 11
of Group 2 are fit much better by Case 3 than by any of the other cases.
This is due to & slope greater than one evident in their ROC data. Table
1% indicates that in terms of the number of subjects it best, Case 3
rrovides the best description for Group 1, but Case L is best for.Group 2.
Overall, there is a tie between Case 3 and Case 4. The second part of
Teble 15 shows the average of Z(DEV)2 over subjects-(excluding subject 5
in Group 1 and subject 3 in Group 2); of the three parameter models, Case 4
was supercendent for both groups. Thus, of the three-parameter models,
Case 4 provides the best description of the data. Finally, it should be
remarked that in addition %o providing a reasocnable it to the data in terms
of Z(DEV)2 for each subject, the models appear to do quite weil in fit~
ting the group means. In particulsr, the spproximations of the means of

the predicted values to the means cof the observed values are guite striking

for Cases 1 and 2.
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Table 10a. °
Means Assoclated with Case 3 and Case 4

. Fits to ROC Deata for Group 1.

Parameters

o 9 % v & e @ g & &

Case 3 .583 .535 1.59 _ ‘ 67 520 338

. Case k4 . 10.545 768 .89k .750 .600 OO

ROC Points and Goodness-of-Fit Measure
P(Alls2) P(A, ]8;) P(A1|sa) P(Allsl) P(Allse) 'P(Allsl) P(Al]S2)

Case 3 312 B0k oh2 710 .167' . .599 101
Case 4 .315- 769 .26k 718 196 650 145
Observed .388 832 .280 .T6L 129 .598 .123

g,

211

250

) o

P(a|s,)  EEV)

s20 089
599 075
.545 |



el

Case 3

Case L

Cbserved

Table 1Cb.

Stdndard Errqrslof the Means Associated

with Case 3 and Case 4 Fits to ROC Data for Group 1.

Case 2

Case L

| C
P(Al|82)
.060
059
079

1

Parameters

ﬁOC Points and Goodnessjofnfit Measure

C, Cs
.030 053 .0l LORL
030 051 .033 .ok2
.036 .053 Lok - .038

040 L0388 .030

.000 ".000 .000

C
iy

P(a]8)) P(als,) PB(afs,) P(f}llsg) P(a)[8;) P(a]s,) P(al]s)) 2(0mv)°

.050 030 .056 .051
.0ko .037 o7 .0%8

057 .0k2 055
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Table 1la.
Means Associated with Case 3 and Case 4 . -

Fits tQ ROC Data for Group 2.

Parameters
Case 3~ .419 .540 1.85 | 65,837 .072 .18k
Case & , - 10.182  .785 .945 ..750 .00 .100 250

ROC Poirts and CGoodness-of-Fit Measure °

o Ci S 02 :C5 S C)_;.

P(&18,) "P(a[s)) P(als)) P(as;) P(a]s) P(Alisl)" P(4,[8,) P(A[s) E(mev)2
Case 3 .294 798 .385 910 .030 460 .Q79 526 .061
Case L .306 .782 7.360 857 L0692 .5h6 .12k .600 LObT

. Observed .386 ‘;854 '.531 _2:86; :' R .515 .068 .536
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Table 1lb.
- Btandard. Errors of the Means Associated

with Case 3 and Case 4 Fits to ROC DPata for Group 2.

- Parameters
o ' | -
G e d e a8 & & g
Case 3 .02 .072 .349 . .035 .025 .010 .022
‘Case b - o3 .032 .022 .000 .000 .000 .000

ROC Points and Goodness-of-Fit Measure

C C c Ch

N B 2 _ 3 | '
o : - = : 2
P(A1|82) P(Allsl) P(A1|82) P(A1|Sl) P(Allsz) P(Allsl) P(Allsg) P(A1|Sl) Z{DEV)
Case 3 046 .025 060 .01z 005 .059 .0l12 L0535 .019
Case b 046 .Ca2 - Nejin .018 NoiRnt .055: .020 .047 .008

" Observed .065 .021, b7 .o2k 020 .056 016 .050



Table 12.

" S(DEV)® for Group 1 and Group 2 Subjects.

© Group 1 : Group 2

Sub- Case la Case 1b Case 3 Case 4 (Case la Case 1b Case 3 Case b
Jeet - L : - }
1 .065 .0hg w0k3 039 .035 LOh1 .049 L03h

2 .066 082 .51  .065  .018  .035 703§j 034

3008 L0009 .019 .007  e-m 211 eem AT6
4 ;’.005 - .006 0k .003 .003 +006 © Lotk 003
5 - 080 065 .139  .063 l 086 097 .06l
6 .otk .008  .008 .03  .082 .13  .2k7 .08l
7 .00k  ..00L  .00L  .0OL .060 .050 069 .02k
8 .oLb .006 .00k .02 .06L 023 .otk .038
o .55 .023 025  .028 .123:7' 062 .037  .075
10 436 }689 601 433 .045 .020 .00% .03k
11 .23 172 a8 .2l a3 .096  .056  .103

12 .005 .008 009 -~ .005 - .Ohl .02k .0h0 .03



Table 13.
Number of Subjects Fit Best By Each-
of the Three Parameter Models

(Subjects with one or more ties for eclosest fit were omitted.)

Group 1 Group 2 Total

Case la 2 0 2
Case 1b 1 1 2
Case 3 3 ok T
" Case U4 1 6 T

Average (DEV)Z

- 6 Parameters 3 Parameters
Case 1 Case 2 (Case la Case 1lb Case 3 Case §

Group 1 .008 - .OOR .080 .095 L0895 .075

Group 2 .020 .022  .066  .066 . L06L  .OLT
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DISCUSSION

The result of the comparison of the straight line and the curviw
linear fits to the RCC results was that they did equaily well for Group 1,
but the sfraight line provided a significantly inferior fit to that of
the curved line for Group 2. It mzy be that there is a strong element
of curvilinearity in the Group 2 data thet is unrelated to a higher sen-
sitivity on the less biased cues (in terms of variable sensitivity notions).
However, there is an aspect of the data that argues against this hypoth-
esis. Although sensitivity for the low-correlated cues did not differ
gignificantly from sensitivity for the high-correlated cues for Group 2,
it can be seen from Table 5 and Table 14 that those.subjects who contri-

" buted most heavily to the poorer performance by the straight-line it
(primarily subjects 8, 9, 10, and 11) had larger sensitivify indices
associated with one or more of their lower biased cues than for their
higher blased cues, and thelr higher biased cue-points tended to be

closer to the.axes than was the case for other subjects. Thus, the source
of the difference in fit for the straight line and curved line was é aif-
ference in sensitivity; furthermore, the resulting Set.bf points coﬁld be
fit better by a curved line than by a straight line {as opposed to Group 1
subjects who also had differences in sensitivity) because the points lay
along the axes where g signal detectabllity curve could fit them. There
were, of course, other Group 2 subjects with different sensitivity esti-
mates for the four cues, but-the observed ROC points were distributed
further from the aﬁes of the ROC space. As noted earlier, a. straight

line with variable slope would apparently fit subjects 8, 9, 10, and 11
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Teble 14.

Estimates of o

Group 1 | - Group 2
Sub- :

Jeet c1 02 3 ch S s B o - B o
1 .02 bk 19 .05 26 .21 31
2 .57 .66 .56 .52 .28 .35 .30
3 .33 .33 .39 .2h Ob L0517
4 .35 k38 .36 T2 .78 L8O
5 .01 ;15 -,08 .02 - .26 .o .38
& .35 .39 ko 42 .15 '.38‘ .18

7 .86 9L .90 .90 22 }50 .21
8 .65 .65 60 6L LBl .65 .57
9 46 2 M5 47 .35 4o 22

' io 37 W37 9 .22 - .83 .88 .72
311 10 .21 .27 W12 Sk 77T .50
12 Bo .76 8% .73 .18 ,6h .78

Average .41 b5 b .39 R R S
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in Group 2 guite well. It is reasonable that an experiment of the simple
detection or recognition type should have difficulty in distinguishing
between signal detectability curves ard variable sensitivity theory
curves, since the less biased points are assumed in both theories to be
closer to (O,l) in the ROC space than are the more biased points.

In application tc the present expgriment, Case 1L and_Case.E essen-

tially reduced to a fixed sample size model vhere
_d d
P(a[8)) =5+ (1 - e

and

P(Allsg) (l - %)g .

Since the display size in the present experiment (16) was. identical to
one of the conditiops in an earlier experiment by Estes and:Taylor
(1965), it should be interesting to compare the present estimates of d
to their P; the_estimated average number of elements (symbols) pro-
cessed according to the Serial~processing mbdel° From Tabies 6 and YIWe
can see that the average d was approximately 6.5 for Group 1 and about
T for Group 2. This is quite close to P = 5.57 for D = 16 in the
Egtes and Taylor experimentu

Table 15 shows that estimates of 4 were roughly consistent for
those models that did not assume probability matching (estimates of 4
were not obtained for Case 3). The reason that Cases la and 4 yield
larger estimates of 4 is probably that they explain the shift or asym=
metry in P(Al) across the cues by means of activation variables rather

than through the bias mechanism as do the cther models. To the extent
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" Table 15.
" Estimates of 4

for Variocus Recognition-Confusion Models

_ Group 1
Subject. Case 1 Case 2 (Case la Case 1b Case k4

2
10
6
10
8
16
12
8
5

3
1k

GGEwFob o

b
Fan =3I\ W

|_l
BEBwmaoumeswm e
k‘ ‘
Boeswmb'E o~ oo
PR
M0 1 O OV GV AD
FOFROFOH—IOv— P

1__]
Jard
i_,l

Aversge . 6.70  6.40 8.55 6.82 .08

[
o

) Group 2
Subject Case 1 (Case 2 Case la Case 1b Case 4

1 5 &4 5 3 &
2 5 5 6 5 T
3 1 1 1 i 2
g 12 12 15 1k 15
5 5 5 6 - 5 7
6 4 3 5 5 10
7 L 3 5 4 7
8 11 10 12 10 12
-9 L 4 - Y .9
10 13 i2 15 13 15
11 9 8 10 8 1l
12 12 11 13 11 13

Average 7.10 6.83 8.16 7.55 10.18



- that thié-shift was an important characteristic of the data, the estimates
‘of d will @iffer for the two types of models.

In a different type of psychophysical experiment, Sperling
- (1960) énd Averbach and Sperling (1961) found under stimulus conditions
comparable to those in the present experimeﬁt that approximately 5/4 of
the presented letters were "afailable" to the subjects. In the present
experiment this would mean that 12 letiers wére available to the subjects.
Aithough the avérage value of d for the bvest Titting three-parameier
model, Case 4 (about 10), was substantially larger than & for the other
cases, d is still less than 12. The procbable reason for the disparity
between Sperling's values and our estimafed values of d 1is that his
subjects were not reguired to process all.l2 letters. Thus, it may be
that the subject selects & sample from thé available pool of symbols
- which he then proceeds to process. An élternative model that might do
well would assume that 4 is equal tp the number of symbols initially
available but that a decay of the type postulated by Estes and Taylor_
(1964) sets in immediately sfter stimulus offset. If this .were the case,
a Eyouid have to be an increasing functionn of D, according to experi-
ments involving different values of D performed by Estes and Taylor
(1965) and Sperling (1960).

A siriking facet of the data which was not commented on earlier is
the increaée in the sensitivity estimates (Uh) over test sessions. Note
that whilé this result may cause some difficulty in the exact interpreta-
tion of the estimated parameters, as long as ¢ changes in the same way
for the different cues, this change does not affect the éomparison between
theoriés:that predict straight line ROC curves and theories that predict
curvilinear ROC curves. This follows from the fact that an average of

20



straight lines is a straight line. Figures 11 and 12 were obtained using

the fixed sample size model where O, represents /16 (4 was not con-
strained to integral values here) and the bias parameters were estimated
séparately for each cue and subject, and averaged over subjects in each
group. Note that the increase in Uh is not accompanied by a regression

of the gh toward 1/2 as one might predict under the variable sensi-
tivity concept. It 1s also interesting that Group 1 shows an increasing
shift in the bias parameters toward A.2u Support would be lent to the
notion that the P(Al) asymmetry was due to an E2 advantége over El’
as opposed to the hyPOthesis that. 22,53;_was more confusable with the
noise symbols'than was 'Zl}(Di: had Case 1lb fit Group 1 subjects better
than did Casge la. Also, Groﬁp 2 was it better by Case lb than by Case la,
but showed nd = decreasg over days.

It is apparent from an examination of the bias funetions for Group 2

that the does not accurately reflect the experimental correlations,

€n
since gl > g2 but 71 < 72 and gu <Vg5 but 7h > 751 The reason for
 this failvure by Group 2 to follow the schedule may be spatial genefaliza-
ticn. The linear arrangement of the cue lights was such that Cl and CM

were always on the outside, but 02- and C, were always on the ‘inside.

3

Although 02_ and C were the mere highly correlated cues for Group é,

3
their proximity_and the subjects' knowledge that the two cues on either
side were positively correlated with different"stimﬁlus events may have
led to their failure to learn the actusl cue-stimulus correlations.

The superiority of Case 4 {over the other three-parameteér models

considered) in explaining the ROC data is someéwhat surprising in view of

comzents by the subjects obtained after the experiment. The prevalent
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response was that several of the noise-symbols, B and G - in particular,
wére often gonfuséd'with '69 but that few If any of the noilse synbols were'
ever confused with . The failure of Case la to do a betber Job than it
did 1s possibly due to the untenability of the assumption that all the
ZO symbols-were alike in confusabilitj ﬁith the signal symﬂois. Howevér,
one might expect that this would be remedied in the estimations by the
high u value. An additional possifilify that would be interésting to
test 1is that Case lalmight do as well or better than Case 4 if g, were
treated as s free parsmeter. That is, the probability matching con-
straint may not have affected Case la and Case 4 to the same éxtent. On
the other hand, since the basic form of both signals was a circle, it is
reasonable that there should be confusion bétﬁéen. S and ([% although
the source of the asymmetry in confusion is not ciear.. The superiority of
Case 4 to Case 3 is probably due to the incapa%}ty of Case 3 to provide for
the AE' bias without increasing the slope of the ROC curve. A detaiied
description of.the data might involve an activation matrix with entries in
811 the cells, but 1t éeems likély that inter—signél.confusion was.a
potent factor. 7 7

The remalinder of the discussioﬁ will be devoted to the latencles
and the confidence-reting results.

Examination of Flg. 9 leads to,therconclusion that if the recog-
nition ﬁddels applled tc the ROC data can f£it the_latencies.in this
experiment at all, they must do so by virtue of the Ty

represent the number of At unilts required to make a guessing response.

incluged to

This 1s not to Imply that the model is wrong; it does say that the form
of the latency_functions'as the guessing bias g varles 1s determined
by T rather than by &y which predicts (for example) an increasse in
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Al latencies as g 1increases.  This prediction is contrary to the experi-
mental results. Even allowing a different 1 for the preferred and non-
preferred responses is not sufficient, since scme of the latencies appear
to change continuously as a function of ¥ (and therefore g). $Since

the present model does not describe how 7T changes as a result cof changes
in g, a detailed quantitative f£it would seem unwarranted. However, it
is interesting to ncte in the present context that under the fixed sample
size model, the difference in the incorrect latencies conditionalized on

the occurrence cn the non-preferred response and the preferred response

should be simply Tp, - Tp. Estimating this difference, we obtain

T, = T_ =

{ 80 msee.for Group 1
P P

136 msec. for Group 2 .

Neither of these quantities is far from the average difference of 50 mseec.
in non-preferred and preferred response latencies obtained recentliy in a
probability learning study (Friedman, et al., 1964).

One reasonable alternative to the hypothesis that the negative
cerrelation befween latencies and Yy is due completely te T, 1s that
on some proportion of trials the subject, because of eyeblink, inattention,
eye tremor, etc., fails to obtain any sample at all and therefore respbnds
at once using his guessing bias. Actually,-this phenomenon was reported

fairly often'by the subjects.
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If sugeh trisle were freguent relatlve to fhe number of triéls when the
subject éuessed after having processed éll the symbols, then the kind of
latency results obtained here would be expected. Thig could - ocecur only
1f a model that allom.red. a falrly high ré.te of Inter-symbol. confusion ex-
plained the data.

An éxplanation ¢an be cbtalned for the present confidence-rating
results froﬁ the recognition-confusion models by assuming that the sub-
Jeet _partitions- the time followiné stimailus offset into 4 successive
At periods, or what amounts to the same thing, partitions the set of
possible sctivation positions into L distinet subsets., Suppose that if
an activation occurs in the most recent. or first set of positiéns » he
giﬁes his response a rating'of one; if an activatién ogceurs 1n the sec~
ond set, he glves it a rating of fwo.' This continue# until either an
:activation occurs'in a ﬁosition'lopated in the last set or the subject .
| processeslall the symbols and then guesses if either of these events
occurs, he uses GRh.‘ The results (see Fig. 10) indicate that the
subjects were able to reserve éRh for guessing responses. This 1s
shown by the tendency to convergence of the P(Ailsl) and'-P(AllSE)
curves until they reach CRh; at this place both curves move in the
direction of the blas. The deerement in ﬁerformance for CRl to CR5
tmplies that the activation parameters must be & function of At. For

instancé, Case & might take on the form:

0 ! 5
7y |1 0 o ]
N, =z |o Vit 1;vi'l .
7y {0 1-v§'l v;-l;



If we suppose that CR# is reserved for guesses and that "ak' is the
-maximum position included :Ln_"CRk then
a
zk Vi-l k-1 ak;ak 1
) ak }_"I'l vl - (l_vl = )
P 8.C = — = k<bh
(AlJ 1 OBy, a -8 o (l-vl)(ak—ak_l) » )
a,
k
3-1
L (=T S . s
(o .) By, *1 5 (l—v2 )
P S,C = =1 - k
Ay 1908y By =8y 1 (l-v2)(ak.-ak-l) s (k< LI'_)
P(A,[8,CR) = P(A|S,CR,) =g,  k=k .
To ‘obtain an idea of how thils function appears, let 898y 7 = 4 for
all k <4, then
vi(k“l)(l-vi)
h(,l-vl) 1If k<h
P(A ]S CR) - =
S g k=1
o k(x-1),, b
L=V (-v2) e <y
k(l&v2)
P(A:L]SE-CRk) =
g k =4

'~ The gualitatlve form of these expressions is in line with the results and
indicates that meaningful predictions for confidence ratings can be de-

rived from the recognitioh—confusion models. To obtain a quantitative.fit,
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the bounds of the partitlons probably éhould be estimated and possibly
several forms of the activation matrik-considered.'-the, however, that
a constant Ni cannot explain the decrement in performance that occurs

as a function of k.
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SUMMARY

A cued-recogniticn parzdigm was used to investigate behavior in a
mized discrimination behavior. A class of models that generates predic-
tions for several characteristics of a subject's choice behavior was
developed and applied to the ROC data for each subject. Certain models
appeared to provide an accurate deseription of the ROC results on a group
and individual basis, according to an orthogonal regression measure of
goodness of fit. Table 16 summarizes the various speciai recognition-
confusion models applied to the present data.

Cases 1 and 2, when applied to the ROC data, reduced to fixed sample
size models with Ni = I, the identity matrix. Case 4, which assumes
intersignal confusion but no signal-hoise or noisé—signal cenfusion, fit
the best of the four three-psrameter models applied to the ROC data.

Under constraints on the values, Cases la and 1b did not reduce to

&n
the fixed sam?le size models for several subJjects, but estimates of u
remained high, thus supporting the notion of a low average noise-signal
confusion. There is an element of curvilinearity in the observed RCC
points which does not appear to follow from signal detectability assump-
ticns. This curvilinearity could be associated with a sensitivity wvaria-
tion caused hy differences in the bias parameter of the recognition-
confusion model.

The fixed sample size model correctly predicts that when d > 1,

the ircorrect latencies will be longer than the correct latencies. How-

ever, the recognition-confusicn models, as they are presently formulated,
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Table 16
Bummary of Recognition-Confusion Models Applied to Present Data

(For all the models below, the sample S consists of 4 symbols
sampled at random.)

50 . SJ. 52
“Zy qu (1-u)z - (1-u)p
Case 1 N =2 0 1 0 All &, values
. 1 L . ; estimated:
P { ¢ o 1
So Sl 52
1 i i
Zy |V (1-v")}: (1-v B
Case 2 N, = & 0 1 0 Al g, values
: l' estimated.
'z, Lo 0 1 ]
%0 S0 % _
%y |m (1-u)e (1-u)(1-q)
Case la Ni = Zl C 1 0 g, =7, -
Z2 o] 0 1 |
%0 5 S
7, |u (i (1wl )
: h
Case 20 T + © %n Ty TR
ZE 0 .0 1| R
"0 1 *2_
Z0 1 0 0
x N, -z |1 0 o
Casg - 1= % 1 a | &, = AL .
1 1
22, l-a o] a i
®e " %2
ZO 1 0 0
Case &4 Hi = Zl 0 a 1-a g, =7y -
T 1
Z2 0 l-a a ]

Case 3 appears to have four parameters, but a and 4, and a' and d
combine in such a way in the ROC space that essentially 2 parsmeters, Gl and
o, &are being estimated where : ’

#(a,ls,) - o, + (19D ,

2(41]8,) = (1-0,)g .
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do not seem particularly helpful in explicating the finer aspects of the
latency results obtained in this experiment.

It was shown that particular recognitionQCOnfusion models are
capable of yielding confidence-rating predictions that are in general
agreement with the data.

Estimates of the number of symbols processed by the subjects com-
pared favorably with earlier estimates in similar experiments, and these
results were discussed with regard to other methods of studying the num-

ber of symbols apprehended in a brief interval.
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Appendix

A-1. Observed Values of P(ALISE) and. é(Allsl) for the
Separate Cues.

A-2. -Observed Values of Proportion Correct P(c) for the
SBeparate Cues.

A-%. Average Latencies for Each Subject and Cue (Group 1,
Subjects 1-6). |

A-l. Average Latencies for Each Subject and Cue ;Group 1,
Subjects T-12).

A-5. Average Latencies for Bach Subject and Cue (Group 2,
Subjects 1-6). |

A-H. Average Latencies for Each Subject and Cue {Group 2,
Subjects T-12).

AT, g Estimates for the Fixed Sample Size Model (Group 1).

A-8. g Estimates for the Fixed Sample Size Model. (Group 2).
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Table A-1

Observed Values of P(A1|S2) and P(Al|Sl)_

for the Separate Cues

Cl 02 C5 Ch

gubjec; P(A1|SE) P(Al]Sl) P(als,) P(als)) P(als)) P(Ais)) P(a]8,) P(as))
Toup

1 .886 .910 .597 LT37 498 .696 .504 SHT
2 348 .918 L207 .865 .0k9 L606 .27 LS4l
3 381 LT1% .336 4655 184 .578 205 Ak
b .218 .572 .156 .55G .16% L5453 .150 .506
5 .901 518 737 .870 486 418 264 L300
6 312 .683 228 631 Nojelt 504 LO3L 493
T .08¢9 .951 049 .958 .08 .92k .026 .92z
8 .169 822 162 813 066 669 037 pann
9 .367 .822_ .395% .808 127 ' .573 .109 .578
10 .589 .959 .587 .563 .033 oo .019 .236
11 831 .930 .278 L8y 121 .385 .202 328
12 .079 873 092 .848 .052 879 L0bs 767
Aver. 431 .839 318 LT70 .159 .583 .135 .525
Group 2
1 L6000 .Boo .B13 Bl .08z .3%% .056 575
2 .551 83 8k 860 .098 407 0935 a8
3 .921 .933 .O17 .Sl .038 g .105 .050
4 112 82g L0868 .861, .038 833 L03L L7958
5 614 .875 b 840 .ols 429 .05k RIS
6 634 L1537 .383 .713 - .256 42k .180 .51k
7 567 784 Lre L7609 L1540 .353 .164 413
8 .146 .959 297 .953 .03k .588 .03C 663
9 Lhe .76 Loo 801 .056 .265 L037 278
10 131 .962 .086 .985 016 .T35 .015 767
11 420 .951 167 934 .032 - .500 - LO75 LT
12 067 843 . 306 .950 022 TSk 011 721
Aver.  .L3h 865  .383%  LBEY 071 .88 071 .502
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Table A-2
Observed Values of Preportion Correct P(c)

for the Separate Cues

Group 1

iigt “ €. ‘5 "

1 LT06 602 57T 500

2 .8kg 836 B2 .866

3 L6590 656 722 .T06

N .62k 697 .718 765

5 .T10 620 L77 631

é 685 .6E88 .52 852

7 -9kl 955 .953 .961

8 824 . 823 - .828 .883

9 75 0 .728 753 812

10 .820 STh2 .668 .795

11 LTH1 .580 682 678

12 .885 872 .920 .509

Aver., LT7L . L7554 .738 .781

Group 2

¢, Cy 05 Cy

1 .T72 .796 862 .825

2 LT3 Bes .856 .T75

3 .719 .858 .88Y4 694

4 LBl .866 949 924

5 754 .810 - .901 .821

6 .63 709 709 R

T 696 JThY 81 729

8 9%2 .927 ..930 .89z

9 726 781 879 0 .790
10 .939 - .960 L960 .930

1l .880 .923 .923 814

12 - .B65 .92l .960 .92%

Aver, .T91 .84l .885 LBen



. Teble A-3

Average Latencles for Each Subject and Cue

Group 1 E(L|Aisl) E(LIAlse) E(L|A251} E(L|A,S8,) B(L)
Subject

1.217 1.299 1.506 1.565 1.259

. 1.284 1.340 1.448 1.315 1.328

L 1.%335 1.4%7 1.502 1.%9% 1.403

cl+ 1.280 1.328 1.513 1.359 1.354

Cy 1.116 1.275 1.438 1.13L 1.153

C, 1.13%8 1.53%k 1.499 1.066 1.117

2 05 1.078 1.592 1.317 1.116 1.155

Cy 1.061 1.480 1.338 . 1.053 1.095

c, 1.102 1.345 1.208 .985 1.130

C, 1.011 C1L AL 1.259 .996 1.103

5 Cy .922 1.228 1.301 1.065 1.090

¢, .B8s8 1.306 1.102 1.007 1.050

978 1.193 1956 862 L9680

975 1.220 949 .838 .938

N 927 1.122 LSk .861 .915

o, 973 1.103 .58k .855 .91k

.907 .oho 1.301 1.906 964

1.041  1.080 1.255 1.357h 1.105

2 c;  1.025 C1.0%2 1.216 1.13%7 1.105

Cy 1.270 1.059 849 S 1.086 1,084

< .§55 1.128 L967 .91k .96k

.516 .970 - 954 1.021 .962

6 c 916 . 1.1%9 Lo .910 .95

'clL .739 . 1.380 1.015 - .891 .900
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Table A-L

Average Latencies for Each Subjeet and Cue

Group 1 E(L|Alsl) E(LlAlse) E(L|A281) E(L|A2SQ) E(L)
Subject .

c, 1.326 1.785 1.618 1.299 1.340

02 1.350 1.76k4 1.760 1.3%L 1.3%63

7 Cs 1.348 1.915 1,697 1.325 1.355

Cy, 1.357 1.800 1.62% 1.%2% 1.346

.958 1.155 1.189 .919 .58g

930 l1.271 1.262 .948 .995

8 S 94T 1.486 1.063 955 988

Cy 967 1.277 1.15% .908 .950

c; 1.318 . 1736 L1.714 1.397 l.he2

Cs 1.458 1.7 1.8§0' 1.h357 1.535

9. c, 1477 1.938 1.5k 1.353 1.464

C, 1.567 1.889 1.51h 1.283 1.39%

cy 1.61% 1.664 1.813 1.605 1.626

C, J1.651 1.624 1.8%9 - 1.551 1.63G

S 1.657 1.781 1.676 1.6%2 1.650

Gy 1.700 1.82h 1.676 1.634 1.649

¢, 1.073 1.072 1.365 1.547 1.108

' C, 1.261 © 1399 1.719 1.329 1.323

L 05 - 1.285 1.377 1.257 1.258 1.270

C, 1.3%% 1.h27 1.346 1.269 1.311

¢, 1.163% 1.473 1.578 1.129 1.201

' C, 1.158 - 1.h65 - 1.538 1.157 1.204

2 Cy 1.155 Sz 1.566 1.173 1.19%

C, 1.200 1.539 1.511 1.202 1.231
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Table A-5

Average Latencies for BEach Subject and Cue

Group, 2 E(L|Alsl) E(L1A182) E(L|Agsl) E(L]AQSQ) B(L)
Subject _

¢, 1.527 1.707 1.438 1.311 1.525
C, o 1.469 1.691 1.668 2.161 1.538
1 cs 1.176 1.820 L.4ho 1.255 1.307
c, 1.386 1.715 ° 1.%69 1.209 1.273%
¢, 1.296 1.495 1.51% 1.259 1.346
C, 1.249 1.932 1.397 1.225 1.302
2 c, 1.297 1.233 1.190 1,194 1.201
c4 1.290 1.535 1.243 1.054 1.141
o 967 1.028 1.163 1.519 . .998

¢, 931 . .929 1.175 1.077 Loh
E oy 1.257  1.327 .856 820 B9
Cy L1.260 1.265 .858 .865 .S06
C, L7193 1.469 1.248 548 882
. Cy .755 1.307 1.168 LBl 850
4 ey .80 1.192 1.285 .818 .837
G, 839 1.464 1.252 837 874
¢y .G8k4 1.063 1.399 1.190 1.055
C, 1.005 1.0k 1.286 1.183 1.058
2 C5 1.128 1.345 .93%6 . .950 g
cu 1.13%9 1.427 1.037 .936 .52
C; 1.843 1.867 1.969 1.742 1.882
C, 1.6848 1.946 - 1.93% 1.830 1.873
6 05 1..680 1.957 | 1.955 1.757 1.798
Cy, 1.767 1.989 1.885 _ 1.778 1.818
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Table A-6

Average Létencies for Each Subject and Cue

grggp i B(L|A8)) B(L[A;5,) E(L]Azslj B(L|A8,)
upjec
1.h452 1.509 1.77L 1.638
. 1.507 1.665 1.84% 1,584
2
7 c3 1.658 1.667 1.806 1.584
ch' 1.602 1.785 1.785 1,595
c, 1.403 1.740 1.533 1,316
C, 1.415 1.517 1.508 1.43h
& c, 1.3 1.680 1.619 1.371
¢y 1.353 1.734 1.615 1,360
¢, 1.484 1.622 1.722 1.461
C, 1.490 1.800 1.701 1.481
9 c5 1.511 1.803 1.459 1.239
Cy 1.554 2.186 1.408 - 1.251
1.479 2.096 1.700 1.383
1.450 1,743 2.100 _ 1,342
10 1.468 2.138 2,141 1.346
cLL ' 1.542 2.350 1.69Y4 1.357
c, 1.021 1,209 1,315 | 1.300
C, 1.071 .925 . L.679 1,241
1l 1.018 1.428 1.122 1.033
Cy 1,053 1.438 1,349 1.168
1. 444 1.678 1.57L 1.33h
1.358 1.607 © 1.872 1.467
12 1.414 R 1.0 1,350
Ch ©1.ko5 1.573 1.592 1.339

108

E(L)

i i e e H o e H o= e

e i

e

532
.589
611
LBL7

Lo
423
.388
.389

\535
540
.290
327

485
=l
.386
2k

.091
.119
Noly
193

438
397
. 366
.386




60T

" Sub-

Jeet

Ave.

Subi-
Jjeect

e '
o B 5w @ o s e

Ave.

O =1 v A o
oo

(* indicates the blas was indeterminate due to perfect performance).

.63
12
RINIA
.27
45
3T
.22
.15
.29
.07
32
.25

.30

.18
.00
W14
.15
.00
.13
4o

Table A-T

Estimates of g for the Fixed Semple Size Model

3

.86
A48
A7
9k
.25
.50
.31
.67

97
.98
+30

.59

.70
.10
«39
.05

.32

Cue 1
N

92
.83
.50

.68
59
.00
.0C
<13

.95
.00

.56
Cue 3
.66
AL
Ak
.3k
.38
55
.0C
A2
13
.03
.22
b2

.26

.23

5 6
.95 .93
.79 .78
b3 .73
AloL27
.91 .95
BT W46
¥ .00
A3 .00
Bz 80
,00 1.00
B L95
000 %
B3 6L
.52 .s5h
L0013
18 .20
Jdo 0 .32
A6 L35
06 .00
* .00
120 .16
.31 .19
07 LOb
.0 .10
29 ¥
.18

Ave.

.91

T

<7
.35
N

4o
.3k

.ok
.92
.25

62
.15
.31
.25
46
AT
.36
.16
.23
.04
.16

Group 1

1
76
.67

.19
.00

22

A0
.70
.01
3L

.63

.79
.00
.TO
.29
.38
0%
.15

.20
.07

.25
.09

.25

2

B7
LGL
Ll
.28
.00
.51,
.86
.65
.50
.90

Ao
.66

.5k
.05
.51
.23
.72
.06
.25
.c8
.23
.00
27
.19

.26

3

-5
.59

16
.88
L2
.00
.23
.66
97
Jh
.13

A7

.70
.06
22
.18
-35
.00
1.00
17
.24
.05
<3k
.10

.28

Cue 2
i 5 6
L .53 .49
29 .88 .60
Al W8 bt
23 40 4L
6 72 W9l
.18 .09 .35
.00 .00 .00
.00 .25 .5k
700 .60 75
02 .93 1.00
26 .06 .20
A5 .00 75 .
A1 W41 .53

Cue b4
,ll.l{. 056 353
Jd20 .11 .06
A3 .09 AT
L18 .22 .30
1o .20 .03
.18 .00 .05
* % .25
.00 .06 .50
A1l .25 .25
.00 .00 ,00
19 .12 L1z

1.00 1.00 .00
820 .22 .7

Ave.

)
.06
.50
25
.30
05
A1
Lk

.02
.22
10



0Tt

Table A-8
Estimates of g for the Fixed Sample Size Model

(* indlcates the blas was indeterminate due to perfect perfqrmance).

Group 2
Cue 1 Cue 2
?:2; 1 2 3 4 5 6 ive, 1 2 3 4 5 6
1 .87 .92 .57 .96 .19 .91 -.83 60 7L L0 LTH UTT 1.00
2 .91 .8% .57 .73 .75 B2 .77 7L 79 W8y 81 .68 .78
3 .96 .86 .85 .90 1,00 1.00 .93 .95 .80 .96 .92 1..00 1.00
Y .21 .00 .75 .29 .50 .00 .29 .00 .00 62 .00 .00 .60
5 73 .94 .Bs .90 .73 .85 .83 .51 .81 . .69 .86 .75 .83
6 .63 W67 .77 -6% .72 .88 .72 B2 LE b6 43 4L LT3
7 8L 78 .88 ek el 7B .72 b2 Bo U6 49 56 .60
8 1.00 .81 .75 kg .00 .86 .65 .75 B2 .95 .90 .89 .88
9 .79 .57 .64 .54 B9 .75 .E6 A4s5 .51 .8k &7 B2 .82
10 .76 .85 .75 .5k .86 1,00 .79 .00 .68 .75 1.00 00 ¥
11 .86 .97 .88 1.00 .86 .85 .90 65 69 69 .00 83 .81
12 .21 .20 .50 .00 .54k .00 .24 B8 .93 .75 .00 .90 .90
Ave. .71 .70 .73 .6k .67 .72 .58 .57 .75 .57 .64 .81
Bub- : Cue 3 Cue b
ject ' ’
1 .1% .1c .25 .20 .08 .00 .13 L7 .13 .20 .13 .15 .07
2 .06 .09 .41 .12 .11 .28 18 A8 J1e .7 o7 .09 .10
% ,0h 10 .05 .02 .08 .00 .05 .00 .13 .09 .18 18 .05
L 1.00 L.00 .10 .05 .25 .00 .40 .25 .32 .10 .08 .10 .00
5 .12 .0% .22 .09 .05 .00 .09 03 .20 .05 .10 .07 WL
& .85 L,15 .30 .64 .35 .32 3L 29 .11 .2h 45 2B 30
7 .81 .25 .15 .25 .06 16 .18 A8 .30 .23 .1k .13 .35
8 .07 .06 .10 .10 1.00 .0k .23 15,09 .04 .08 .09 .00
g .18 .07 .0b .03 .05 .00 .06 060 .11 .05 L0k L0300
10 1L.00 .06 .00 L0900 L0 .19 21,00 .00 .00 ¥ 00
11 .12 .00 .03 .10 .oCc .ok .05 .05 .0bh L1k L1528 48
12 .05 .10 .10 1.00 .04 ¥ .26 .00 .0C .00 L1k L0513

Ave. .27 L7 .15 .22 .17 .08 A2 .13 .11 .13 .33 W13

Ave.

78
ST
.ok
.22
T4
.52
Ran
.87
.68 -
K]
62
-T3

.13
A3
L1
214
.09
.28
22
.07
.05
LOL
.16
.05
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